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LIGHT RAYS IN THE EPOCH OF DARK MATTER DOMINATION

Abstract. The cosmological Friedmann model has been generalized for the epoch of dark matter domination. In
doing this its equation of state was chosen in the new - non-stationary form. The process of light propagation in such
metric was explored and its refractive index was found.

Key words: Friedmann cosmology, dark matter, non-stationary equation of state, Mendeleev — Clapeyron
equation, gravitational lenses.

Introduction

One of the actual problems of modern cosmology, as well as particle physics, is understanding the
physical properties of dark matter. For this, in particular, the astronomical observations can be used. They
demonstrate that dark matter is concentrated mainly around epy large-scale space objects such as galaxies
and their clusters, and form the corresponding halos [1,2].

Dark matter is also described in global aspect, since in the substantial structure of the Universe it
holds the second place (after dark energy) and amounts to 26.8% [3, 4]. Moreover, it dominates during the
period up to six and a half - seven billion years. At a later time, the main role in the Universe evolution
takes the cosmic vacuum. The dynamics of light in the era of cosmic vacuum is quite well studied [4].
Therefore, an essentially important problem of modern cosmology is study the process of light
propagation at the epoch of dark matter domination.

Talking about the physical properties of dark matter, we will declare about two important aspects of it
— the carriers of dark matter and the corresponding equations of state of a medium.

The aim of present article is studying the process of light propagation in the era of domination of dark
matter, described by the non-stationary equation of state.

1 Non-stationary equation of state of dark matter

According [5], they are similar to neutrinos and antineutrinos, but should be more massive. Such

hypothetical heavy particles (with a mass of order 1.0 Te} and more) are called WIMPs. Their

peculiarity is the absence of the effect of annihilation, so that they can appear after freezing at an early
time. Therefore, all our calculations can be applied to the gas of WIMPs [6,7].
We emphasize that the equation of state of dark matter was even measured in [7] and found that it
corresponds to a medium with vanishingly low pressure, for example, nonrelativistic or relativistic gases.
So, we consider a medium of WIMPs as a relativistic ideal gas described by the Mendeleyev-
Clapeyron equation of state. By virtue of thermodynamic equilibrium of such particles with cosmic

plasma particles, the approximate condition 7, LI 7  holds. Therefore, the Mendeleev — Clapeyron

equation takes the form
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R
Pov = Pou ;TBM’ 1)

with explicit dependency of gas density p,,, .

For the standard Friedmann cosmological model filled by relativistic gas, the approximate relation
linking the temperature of such gas with the age of the Universe holds. It, as shown in [8], is as follows

Ty s )

where f - current time. Therefore, it follows from (1) and (2) that the equation of state of an ideal gas

takes on the form P, = @p,, (l‘ ) Lo = Pov — Ly (t ) . So, taking into account (2), its state parameter
depends on time in the similar way, i.e.

@py (1) = ETBM (1)0 % 3)

Let us consider the case in which the Universeltfs filled with real gas, consisting of N molecules and

described by the van der Waals equation of state. If the temperature is measured in degrees, then,
according to [9], the equation takes the form

a b R
PDM [1"")2 p VzJ(l_v;):pDM ;TBMa “)
DM

in which @ and b are constant quantities describing the properties of WIMP’s gas, k is the Boltzmann
constant. Recall that the physical meaning of parameter dis in describing the interaction of matter’s
molecules, parameter b is responsible for accounting their sizes. In addition, here £is the molar mass of

a particular matter, and R is the universal gas constant.
Now our task is to combine (4) with (3) and finding the explicit dependency on time the state
parameter of the real gas.

For discussion, we assume that Nb / V' <<1. Such condition describes the real property of WIMP’s

gas, whose volume is significantly larger than the size of all molecules themselves. In addition, assume
that the interaction of molecules is not too large. This corresponds to the situation when the requirement

N 251/ VZPDM << 1 takes the place.

Having in mind these considerations and taking into account the equation of state of an ideal gas (1),
we have

R _/m?
Bov = Pou ;(I_VZPDMQ/quRzTBMZJTBM‘ )

In an ultra-relativistic hot gas — baryonic matter, the pressure is proportional to its temperature in
fourth power [10], i.e.
2 2

PDM(T):%H(TDM)TDM4z;T_On(TBM)TBM4’ (6)

where n(T BM ) is the effective number of types of particles (bosons and fermions) in different quantum

states. Moreover, in realistic theories of elementary particles, as is known, it has an upper limit -
n(T BM ) =n, < 10*. So the relation (6) can be rewritten in the form of a power-law function with a

constant coefficient§ = (7[2 / 90) n,. Thus,

PDM(T)=4/TBM4 . (7

— §f —
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Applying (7) to (5), we find the state parameter as a function of temperature
— R 2~ ,uz 2
WOpyy (TBM):a)DM (TBM)+(‘);JM (TBM):;(l_V ag 2R Toi™ \Tpur ()

or as a function of time with two different terms

> e
@y (1)0172>0
Oy (1) = . ©)
DM Wiy (1) 0 7250

2 The solution of Friedmann equations for the end of domination of dark matter
Recall that the Friedmann equations connect the expansion parameter of the Universe (namely,

Hubble parameter H = a / a ) with a density of matter contained in it (evolution equation)

1(da 4G ,
—|— | ——p(t)a =0, 10
2(m) 3P0 (10
and their time with a similar expression,
p+3%(p+P)=p+3% p(1+w(1))=0. (11)
a a

represented the law of energy conservation.

However, the question arises here: is it possible to use a non-static medium in Friedmann's static
equations? For example the medium with non-stationary equation of state.

According to Tolman [11] with reference to Lemetre's research, the non-static spherical interval
differs from the static case by the presence of mixed terms in the energy-momentum tensor of the
gravitating medium. In the general case, they correspond to the appearance of transverse waves related
with radial mass flows. How this conclusion relates with properties of the gas of WIMPs considering by
us?

We emphasize once again that they represent massive particles, a priori moving with velocity much
lower than the velocity of light, i.e.v,,,,,, << ¢. This factor gives possibility to neglect the flows of matter

in the gas of WIMPs and, therefore, to confidently use the proposed energy-momentum tensor to study the
cold (ideal) dark matter.
So, we pass directly to the solution of the Friedmann equations. In our case, based on expressions (9),

we will operate with the non-stationary equation of state in the form P/ pl (t / Loy )n where 7, - the
time of the end of domination of dark matter. Substituting it into (11), and putting #>1¢,,,, &>1

anyone can find a solution in the following representation

|
Inp/p,==3Ht,, (1—?J§ ~-3Ht,, &,
,O(Z‘)/,Oo ~exp(=31/tp, ) - (12)

So, it follows that the density of dark matter even with the non-stationary equation of state decreases
with time during the evolution of the Universe.Then the evolutionary Friedmann equation takes on the

form
a 871G
2 == 13
; J 3 p(1) (13)

with the standard expression of the Hubble parameter. But in contrast to the main vacuum model of the

Universe ( p=- ,0) , the density of a substance consideration depends on time.

— ] —
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Introducing (12) into (13), we obtain

ﬁ:;(exp(—it/z‘DMj, (14)
a 2

/87ZG
where y = T . Thus, an additive to the Hubble parameter is expressed as follows

DHocexp[—%t/tDMj. (15)

An analysis of this expression shows that find additive (15), in contrast to the purely vacuum model
of the Universe, decreases with time. But despite the one-sidedness of model constructed by us, the full
expression of Hubble constant, under considering the overall substances, especially the cosmic vacuum,
will increase. Moreover, as shown above

a(t)/a, =exp(;ﬂDM (—%exp(—%t/tDMjn, (16)

where a,, - some constant quantity.

One of such models, a homogeneous and isotropic flat Universe filled with non-relativistic matter and
a scalar field with potential, can provide not only accelerated, but also slowed down the expansion of the
Universe.

3 On the theory of gravitational lenses in the Universe with a domination of dark matter

Gravitational lenses are massive galaxies or clusters of galaxies that act as a collecting object when
light is refracted in their gravitational field.

Although today more than 400 such lenses are known, it is believed that at photographing review of
the sky (for example, in the Sloan Digital review [12]) they were captured significantly more, but many of
them have not yet been identified.

One of the very distant galaxies in the Universe is MACS0647-JD, located 13.3 billion light-years
from us. We see its how it was about 420 million years after the Big Bang. A very important factor in its
discovery is that it has changed significantly under the influence of the intermediate galaxy MACSJ0647
+7015 (gravitational lens) at a distance of about five billion light-years.

Another example is the discovery of the supernova PS1-10afx. It originated in the galaxy about nine

billion light-years ago, which also makes it one of the farthest type d supernovae.

Recently [13] galaxy (J1000 0221) with a pronounced effect of gravitational lensing was discovered.
This galaxy is extremely distant and giving four images. One more distant IRC 0218 lens was discovered
by researchers from the Keck Observatory, but it has a double images.

The amount of images in the gravitational lens is theoretically can calculate, using algebraic
aberration equations. Its justification is given in the monograph [14], and application to some gravitational
lenses was proposed in [15,16]. The amount of images is determined by the order of such an equation.
Besides, in [17] gives an overview of some theoretical researches of gravitational lensing, including the
results of local research.

In general, dark matter can produce a refractive index which differs from vacuum. Its presence, as
noted in [18], is described by frequency-dependent effects at the propagation and attenuation of light.
Other characteristics of light propagation in the Universe have been considered in [19].

So, we write the standard expression for the Friedman metric —

ds* =c*dt* = (t)| dr +7* (40" +sin’ 0dg’ ) |, (17)

from which it is easy to obtain the law of light propagation and its corresponding velocity in the medium.
For simplicity, we’ll consider the movement of light along the radial component, so that

0 = const, @ = const. Therefore, the velocity of light propagation in our case is U = dr/ dt = C/ a(t )

— § —
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The corresponding variable refractive index referred to it, as follows from (16) in the approximation
t / I, » Will be described by a quasi-constant quantity

n(tpy, )= @(1—2}01‘4. (18)
3 3
Further, it is important to pay attention to the following possible cosmological effect. For time
/2
At [ ltDM 1- '/;V s P, <Py py <t the vacuum expansion the vacuum expansion of the
0

Universe will be equal to its deceleration under the influence of non-stationary dark matter. So the light
will move almost in empty space. Therefore, in the specified period of time astronomer must detect the

radiation splash from galaxies. But such the splash, as it easy to see, will be determined as time 7,,, and

density p, by these poorly defined quantities.

Conclusion

We constructed a model of the Friedmann Universe with a non-stationary equation of state. It is
shown that the density of dark matter decreases with time, and the addition to the Hubble constant
increases with time. But this result does not violate the general conclusion about the evolution of the
Universe (its expansion) with all the set of matter included in it. The refractive index of our model was
calculated, which turned out to be a constant value. The refractive index of our model was calculated,
which turned out to be a constant value (more precisely, depending on the era of the end of domination of
dark matter) and a possible burst effect of incoming radiation was predicted.
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KAPAHI'bI MATEPUSAHBIH YCTEM BOJIY JOYIPIHAETT ZKAPBIK COYJIEJIEPI

AnHoTauusa. KapaHFel MaTepHUSHBIH YCTEMIIK €Ty NoyipiHe XaimbulaHFaH DpUIMaHHBIH KOCMOJIOTHSUIBIK
MoJIeni KapacThIpblinbl. OHBIH YCTiHE OHBIH KYH TEHZAEYI aHa - CTallMOHapJIbIK eMec Gopmana tanganasl. OckiHaan
METPHUKaa KaPBIKTHIH Tapay MPOIECi 3ePTTEI Il )KOHE OHBIH ChIHY KOPCETKIIIl TAOBLIIbL.
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JIYUM CBETA B 3NIOXY JOMUHUPOBAHUA TEMHOM MATEPUU

AnHotanus. PaccMoTpeHa kocMonoruueckass mojaenb Dpupmana, o00OIIEHHAss HA STMOXY JTOMHUHUPOBAHHS
TeMHOU MaTepun. [Ipm 3TOM ee ypaBHEHHE COCTOSHUS BHIOpaHO B HOBOI - HecTammoHapHOH ¢opme. MccmenoBan
TpoIlecc PacIpOCTPAHEHHS CBETa B TAaKOI METpUKe, HAACH ee MoKa3aTelb MPEeIOMIICHHUS.

KiaroueBble ciaoBa: xocmoinorus Dpummana, TeMHas Marepus, HECTAIlMOHAPHOE YpPaBHEHHE COCTOSHHS,
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TELEPARALLEL DARK ENERGY MODEL WITH FERMIONIC
FIELD FOR BIANCHI TYPE I SPACETIME

Abstract. The search for constituents that can explain the periods of accelerating expansion of the Universe is a
fundamental topic in cosmology. In the present work, we consider a model with a fermionic field that is non-
minimally coupled to gravity in the framework of teleparallel gravity for Bianchi type I spacetime. Here we
determined form the point-like Lagrangian and obtained the corresponding field equations. In order to determine
forms of the coupling and potential function of fermionic field for the considered model, we use Noether symmetry
approach. In modern cosmology, we often used this approach to determine the unknown function and obtain exact
cosmological solutions for considered model. For our model, we obtained of the coupling and fermionic field
functions as F' = F;W and} = Vi . Then, we put these solutions to the field equations, we got the equation

depend only on the functions A, B and C. After some mathematical calculations, we found exact solutions for these
functions as de Sitter solutions. Finally, we determined the equation of state parameter is equal to — 1. In cosmology
this solution gives us dark energy model and which can describes the late-time epoch of the evolution our universe.
Thus, here the fermion fields play the role of dark energy.

Key words. Teleparallel dark energy, Bianchi Type I Model, fermionic field,Noethersymmetry approach.

Introduction

In modern cosmology, teleparallel gravity is used to describe the evolution of the universe. For the
first time teleparallel theory of gravity (theory of gravity with teleparallelism) was proposed by Einstein.
Due to the specific nature of parallel transfers, any calibration theory, including these transformations, will
differ in many respects from conventional internal calibration models, and the most significant is the
presence of a field tetrad.

On the other hand, field tetrads can be used to determine the linear connectivity of Weizenbock,
which is a connectivity defined by torsion but not by the curvature of space. The tetrad field can also be
naturally used to introduce a Riemann metric in terms of which the Levi-Civita connectivity can be
constructed.

It is important to note that torsion and curvature are connectivity properties and different
connectedness can be defined on the same space. Thus, the presence of a nontrivial tetrad field in gauge
theory induces both a tele-parallel and a Riemannian structure in space-time. The first obligation of
Weizenbock connectivity, the second connectivity Levi-Civita. Due to the universality of the gravitational
interaction, it is possible to link these geometric structures in the theory of gravity.Previously, it was
considered in [1,2].Cosmological solutions were obtained within the framework of the theory of the tele-
parallel of gravity and the Friedman-Robertson-Walker(FRW) metric.The anisotropic model of the
Universe for the Bianchi I metric in the framework of the theory of the teleparallel of gravity was
considered in the works [3,4].
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In modern cosmology, scalar and vector fields, as well as their modifications, such as k -essence, f -
essence, g —essence, are used as matter fields. Here we consider fermion fields in the framework of the
tele-parallel gravity theory for an anisotropic Bianchi type I. universe.Earlier, cosmological models with
fermion fields in the framework of GR for the FRW metric were considered in [5-8]. Also, within the
framework of the teleparallel of gravity, models for the FRWmetric were considered in [9].

The paper is organized as follows. In Section 2, we present action and equation of motion for this
model. The geometrical Noether point symmetries and their connections to the F'('V') model is discussed
in section 3. Section 4 is analytical solutions for those F'(¥)models which admit Noether point

symmetries.Finally, we draw our main conclusions in section 5.

Actionandequationofmotion
In this theory, the action is given in the following form

S = jd“xe{F(\P)T +é[y7rﬂ(§ —Qﬂ)l// —'/7@ + Qﬂ)r/ﬂ - V(‘I’)}, (0

— a a. . . . . . — 7,0
where e = det(e ﬂ) , €,1s a tetrad (vierbein) basis, T is a torsion scalar, andy andl/ = ' ¥ denote the

spinor field and its adjoint, with the dagger representing complex conjugation. F(¥)and V' (V) are

generic functions, representing the coupling with gravity and the self-interaction potential of the fermionic
field, respectively. In our study, for simplicity, weassume that F'(¥)and V' (¥) depend only on

functions of the bilinear ¥ =/ . In the above action, furthermore, Q ,is the spin connection
1
Q p Z—Z g, [F;l —e,ja ﬂeﬂr”rl with F;ldenoting the standard Levi-Civita connection and

= eé‘ }/a . The I'* are Dirac matrices.

Together with the action (1), the FRW metric is considered
ds* = di* - @’ (t)(dx’ + dy’ +dz’),

where @(t) is the scale factor of the Universe. Here and then the dot above the letter denotes the

derivative in time. This metric describes four-dimensional planar, homogeneous, and isotropic space-time.
In our model we will define field equations for action (1) and Bianchi metrics of type I

ds® = di* — A2(1)dx* — B*(1)dy* — C*(1)d=>, 2
where
AB AC CB i :
e=+-g=ABC,T =-2 + + Y == 'v — v ).
& AB ' AC ' CB 7 —ir'y)

The Lagrange function for metric (3) can be written as
L=2FCAB+2FBAC +2FACB - éABC(:/?yoz// — 'y )+ ABCV, )

Next, we will use the Euler-Lagrange equations and the zero energy condition to determine the field
equations:
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AB AC CB 1

4
4B AC CB 2F"" @
B C BC F(B C 1
—t—t—t |t TP, )
B C BC F\B C 2F
A C AC F(4 C 1
—t—t—t+—=| S+t TP (6)
A C AC Fl4 C 2F
A B AB F(A B 1
-ttt ——+— —+— =——pf, @)
A B AB F\A B 2F
1(4 B C R AB AC CB) .
—|—+—+— |y +iV + 2i F =0, 8
2(/1 g c) Y [AB ac e )" ®
-IABC_.V_O.ABAC'C'B o
+—| —+—=+—= | -ilV —2i + + F =0, 9
v 2[,4 g c) " [AB ac )" ®

I (_ 0. -~
where p . = V' is the energy density and p = E(W]/ Ol// -y Ol// ) —V is the pressure of the fluid.

Thus, we obtained the field equations for the anisotropic Universe model in the framework of the
theory of body parallel to gravity, where fermionic fields were considered as matter fields. In the
following we will investigate various cosmological aspects of these equations.

TheNoethersymmetryapproach
To solve the systems of field equations (4)-(9) we use the Noether symmetry. This approach means

that the lie derivative of the point Lagrangian from the vector field X is zero
XL=0. (10)
The field vector has the form
x=alipl 24 ,B—
oa P T ac T ey T Higyt v aA
(In
+7 ¢ +177 + 7
frermil f e
oC oy, oy,

where
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: oa - Oa . oa .
a = A+ C Z j+ Tl/ll >
0A 8B = oy
: op - 0 : 0
'B - ﬂA+ ﬂ Z j IBT l//l >
04 8B = 81//] oy
U 3+, OV C+y 9y O Lyt (12)
oA 0B  oC j 81//] Vit oy, g
. . . 3
771’ — 877[14+877[B+877[C+Z 877[(/)._'_8771' l//T ,
04 OB oc  ‘Floy, oyl
. . . 3
)-([ _ aZiA_l_aZiB_l_aZiC_l_z a)(il/)v_l_a;(i“/)’( )
0A OB oC = oy, " oy’
By collecting all the terms of equation (12) with coefficients

Az,Bz,Cz,AB,AC,BC,A!//,BW,CW,AI/'/T,Bl/'/T,Cl/'/T,A,B,Cand equating them to zero, we

obtain the following system of differential equations:

C%+B%= 0, (13)
0A 0A

Ca—a+ QZO, (14)
oB OB
aa op _ 0, )
8C oC

+C—+C—=+B—=+A4—+C—=) eny/ +exv,)=0, 16

oa op 8,6’ 87
+B +C + A +B— + 0, 17
PrB ot ot Bac 2(““” eaw) = (1

"3
a+Co% g%, 4P 4 47 +A%Z(%M razw)=0.
i=0

oC OB OB oC

c B g o 9%, 4O o po2, 4P _, (19)

5

oy, oy, oy, oy, oy, oy,

—— |4 ——
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L g g 2L,y W g g0t Py
oy; v oy; v v v

3 (on. oy
aBCy' + BACy ! +yABy | + ABCy, + ABCZ{@ ik w - alj ./,l) =0,
=0 j J
w! %, _
aBCy ,+ ACy, +yABy , + ABCy, ABCZ -——Ly, |=0,
=0 al//] al//j

'3
(aBC+ SAC+yAB)+ ABC%Z(&%W; + gl.;(it//l.) =0.

i=0
Next, we will look for the solution in the following form
a=N(A4), =N(4)-M(B),y=N(4)-L(C),
and

1, =N(A)-OW)), x, = N(A) - P(y)).

From equation (22):

A4'==—~£iJC.
C

Equations (23) and (24), if L = C, M = —B will look like this:

A 2N No,
o4 oA

accordingly we get the following equation

c A

N(A)= ERE

To obtain a solution, we will consider the following form () and P :

| 1
Q:_(EA 1+gj770jl//j9 P:_(EA 1—8,770}”;,

(20)

€2y

(22)

(23)

(24)

(25)

(26)

27

(28)

(29)

(30)
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then
V=Vu, 31

F =Fu. (32)

Substituting the last equation in the equation of motion (2), we find the value of 7":

v
T =——=const.
0

Exact cosmological solutions
Solutions will be sought in the form of de Sitter:

A=e", B=e", C=¢e™
we know that A = A = A, = A,, then from the equation of motion (5) we can determine the values

A=F —}(;, then energy density and pressur given as

0
_ |V ) V.
p=F _ij:_?,[—[ =0 (33)
2F, 2F,

The equation of state parameter will look like this:

o=—=-1. (34)

ISRRS

From equations (9) and (10) we obtain the following equation:

gyl A, B,C ¥ =0, (35)
A B C
and integrationgives
I
(4ABC)

Conclusion

In this paper, we considered a model with a fermion field that is not minimally related to gravity
within the framework of teleparallel gravity for Bianchi I type space-time. Here we defined the form of a
point Lagrangian and obtained the corresponding field equations. To determine the bond forms and the
potential function of the fermion field for the model under consideration, the Noether symmetry approach

was used. For our model, we obtained of the coupling and fermionic field functionsas F' = E)‘P and

V= Vogy .Then, we put these solutions to the field equations, we got the equation depend only on the

functions A, B and C. After some mathematical calculations, we found the exact solutions for these
functions as de Sitter solutions. We also determined that the equation of the state parameter is equal —1.In

— 16 ——
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cosmology, this solution gives us a model of dark energy, which can describe the late epoch of evolution
of our Universe. Thus, here the fermion fields play the role of dark energy.

HI.P. Mbip3akyi, K.K.Epxanos, JI.K. Ken:xaaun, K.P. MbIp3aKkyJioB

YKaner xone TeopusIIbIK (u3nka kadenpacsl, JI.H. I'ymuneB aTeiamars
Eypasus yrrteik yauBepcureti, Hyp-Cynran, Kasakcran

BbAHKUIKEHICTIK-YAKBITBIHIA ®EPMHUOH/bI OPICI BAP KYHI'TPT DQHEPI'USAHBIH
TEJENAPAJUIEJIb MOJEJ YIITH HETEP CUMMETPHUSA 9ICI

AHHOTAUMsI. OJIEMHIH YIOCMENi YIFAIOBIHBIH TaOWFAThIH TYCIHAIpE Kypamibl OeiikTtepmi i3aeyi
KOCMOJIOTHSIHBIH ipresii TaKbIpbIObI O0JIbIN Tadbu1a bl KapacThIpbuIbIN OTHIpFaH xyMbicTa bbsiHku | MeTpuKkach! yiiiH
TeJlenapasieNlb TPaBUTALMS asiChIHA TPaBUTALMSIMEH MUHUMAIIIBI EMEC OpEKeTTeCETiH (PepMHUOH/IBI OPICTIH MOAEIbI
3eprreneni. by xymbicTa 613 HYKTENIK JIarpaH)KMaHHBIH TYPIH aHBIKTaAbIK. KapacThIpbIIbp OTEIPpFAaH MOJIENb YIIIH
(hepMHOHIBI OPICTIH MOTECHIMAIBIHBIH koHE OaiiyaHeic (QyHKUMACHIHBIH TYPiH aHbIKTayaa Herep cuMmeTpusichl
omiciH maimamaHapik. Kazipri TaHma KOCMOJIOTHSAA aTallFaH OMICTI — 3epTTENil OTBIPFAaH MOENb YIIIH Oenrici3
(OYHKIMSAHBI aHBIKTayFa >KOHE HAKTHI KOCMOJIOTHSUIBIK IICHIIMIEPi amyla KUl KoJmaHambl. ©3iMi3OiH MoAemiMi3
yuriH gepMuoHAB epicTiH Oaitnmanpic GyHKIHMACHH anablK. ComaH KeliH anplFaH MISHIiMAEpIi epic TeHAeyJepiHe
Koiibin, A, B xone C QyHKUMsIIapbIHA FaHA TOYeNAl TEHJeMyl anambl3. MaTeMaTHKaNbIK eCenTeyIepaeH COH OChI
¢byskupsbiap ymiH ge-CuTrep TYpiHAEri HaKTHI IIenrimiaepai TanTelK. HoTmkeciHae Kyl TeHnmeyiHiH MoHI — |
EKEHIJIIMH aHBIKTaAbIK. KocMosorusma Oysl menriM KYHTIpT SHEPTUSHBIH MOJCTIH Oepeai >koHe Oi3miH OlieM
SBOJIIOLMSACHIHBIH KelI JoyipiH cumarrail anajgsl. CoHbIMEH Oi3/1iH KYMBICHIMBI3/Ia aHBIKTAIFaHbl — (hEPMHOHIBI
epicTep KYHIIPT SHEPTUSHBIH POJIiH OWHANIBI.

Tyiiin ce3nep.Tenenapauensal KyHripr sHeprusi, besukum I TunTi moneni, depmuonasl epic, Herep
CUMMETPHS 9JIiCi.

YK 524.834
1.P. Meip3akyi, K.K.Epxanos, /K. Ken:xxaaun, K.P. MbIp3akyJios

Kadenpa obmieit u Teopernueckoit husnku, EBpasuiicKuii HAlMOHAIBHBINA YHUBEPCUTET
umenu JI.H. I'ymunesa, Hyp-Cynran, Kazaxcran

MOJIXO0J HETEPOBOI CUMMETPHM B TEJIENAPAJUIEJBHOM MOJIEJIA TEMHOM SHEPT UM C
OEPMHWOHHBIM ITOJIEM /UIS1 NIPOCTPAHCTBA-BPEMEHHU THUIIA 1 BbAAHKHA

AnHoTanus. ITonck cocTaBHBIX YacTeil, KOTOPbIE MOTYT OOBSICHHUTH MEPHOABI YCKOPSIOUIETOCS PACIIUPCHUS
Bcenennoii sBnsiercs pyHIaMeHTaIbHON TeMo# KocMoJorud. B HacTosmielt paboTe paccMaTphBaeTcsi MOJENb C
(epMHOHHBIM TOJIEM, HE MUHMMAJIBHO CBSI3aHHBIM C I'paBUTAIMEll B paMKax TelenapajulelIbHON I'paBUTALUH IS
MpOCTpaHCTBa-BpeMeHn Tuma besHku 1. 3gece Mbl ompenenmin (OpMy TOUEUHOTO JarpaHKMaHa WM MOTYyYHIIN
COOTBETCTBYIOIME ypaBHeHHs mois. g onpeneneHus (GopM CBA3M M HOTEHIHATIbHOH (QyHKIMH (GEpMHOHHOTO
1OJIA 11 pacCMaTpUBaeMOil MOJIEIM UCIOJb3YeTCs oaxol cuMMmerpun Herep. B coBpeMEeHHOM KOCMOJIOTHH 4acTO
HCIOJB3YETCA OTOT HmOoAXOd AJisA OIMPEACTICHUA HEU3BECTHOM (l)yHKLII/II/I 1 TOJIYYCHHA TOYHBIX KOCMOJOTHYCCKUX
PEIIeHHI [T paccMaTpuBaeMoi Mojieu. [ Hatield MOeTd Mbl OAYYHIN QYHKIIUH CBSI3U ¥ (PEPMHOHHOTO TIOJIS.
3arem MBIIIOJACTABJIAA 3THU PCIICHUA B YPAaBHCHUS I10JIA, MbI IIOJTy4a€M YpaBHCHHEC, 3aBUCANICE TOJIBKO OT (l)yHKLII/Iﬁ
A, B u C. [locne HEKOTOPBIX MaTeMaTHYECKUX BBHIYMCICHUH MBI HALIUIM TOYHBIE PEIICHUS UL 3TUX (QYHKIMH Kak
pemenus ne Currepa. Hakonen, Mbl onmpefenuiy, 4To ypaBHEHUE NapaMeTpa COCTOsSHUs paBHO -1. B kocmonorun
9TO pelleHUe AAaeT HaM MOAEIb TEMHOW SHEpPIuu, KOTOpask MOXKET ONHMCAaTh MO3JHIOK 30Xy 3BOJIOLUU Hamei
Bcenennoii. Takum 00pazom, 31ech (PepMHOHHBIE OIS HTPAIOT POIb TEMHOW SHEPTHHL.

Ki1roueBble cjioBa: TenenapamienbHas TeMHas dHeprusi, Moaenb besanku trmna I, pepmuonHOE mOINE, MOIXO0N
cumMmerpun Herep.
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ON SPECTRAL PROPERTIES OF A BOUNDARY VALUE PROBLEM
OF THE FIRST ORDER EQUATION WITH DEVIATING ARGUMENT

Abstract. In this paper, we study spectral properties of a boundary value problem of a first order differential
equation with constant coefficients and deviating argument; the deviation is present at the highest term of the
equation, and it cannot be transferred to the lower terms of the equation without an additional condition. By spectral
properties, we mean completeness and basic properties of a system of eigenfunctions and associated functions of a
boundary value problem, as well as Volterra properties.

Keywords: equation with deviating argument, completeness, basic property, Volterra property, Gaal’s formula,
Lidsky’s theorem, Sturm — Liouville operator, Riesz basis.

1. Introduction. The first works on the theory of differential equations with involution are found in
the scientific literature of the nineteenth century. This is the extensive work of Babbage [1] from 1816.
The work consists of several parts. Algebraic and transcendental equations with involution, integral and
differential equations containing an involution are considered. At present, mathematicians from many
countries are studying differential equations with involution. The reference devoted to the study of
differential equations with involution is quite extensive. An extensive bibliography contains monographs
by D. Przevorska-Rolevicz [2], J. Wiener [3]. Jack K. Hale Sjoerd M. Verduyn Lunel [4].

Partial differential equations with involution arise in mathematical models of population dynamics,
ecology and physiology. A series of papers by S. Busenberg [6], J.M. Cushing [7-8] and others, devoted to
mathematical modeling in population theory (biology), suggest the need for deep research on the
analytical theory of differential equations with involution. In the work of J. Wiener [3, p. 264], attempts
were made to apply the method of variable separation to partial differential equations with involution. In
this case, solution is sought as a series in eigenfunctions. Conditions on existence of unbounded solutions
of the considered problems are obtained, as well as the condition for a series to diverge in terms of
eigenfunctions. Among the studies of recent years we can note the work of W.Watkins [9-10], which deals
with solvability of one-dimensional differential equations with involution, and A.P. Khromov and his
followers [11-12], which consider questions of solvability of integral and partial differential equations
with involution.

Method of variable separation for solving partial differential equations is based on the spectral theory
of one-dimensional differential operators. Spectral theory of self-adjoint and non-self-adjoint ordinary
differential operators, which originated in depths of the equations of mathematical physics and began with
classical works of Sturm, Liouville, Steklov and others, has received a fairly complete development over
the past century. Spectral theory of self-adjoint ordinary differential operators is almost complete. In the
field of spectral theory of non-self-adjoint ordinary differential operators, substantial results on
completeness and basicity of eigenfunctions and associated functions are obtained by M.V. Keldysh [13],
19
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V.A. II'in [14-19], M. Otelbaev [20], A.A. Shkalikov [21], Radzievsky [22] and many other
mathematicians.

Theory of basicity of systems of eigenfunctions and associated functions of non-self-adjoint ordinary
differential operators, proposed by V.A. Ilyin, received rapid development. Review papers [23-24] give a
fairly complete picture of development of the basicity theory by V.A. II’in.

Compared with the spectral theory of ordinary differential operators, the spectral theory of one-
dimensional differential operators with involution is in its infancy. Apparently, the first works on the
spectral theory of one-dimensional differential operators with involution were carried out on initiative of
T.Sh. Kalmenov [25-29] in the past decade of this century. These studies were continued in the cycle of
works by M.A. Sadybekov and A.M. Sarsenby [30-35]. Over the past decade, interest of researchers to
differential equations with involutions has noticeably increased, as evidenced by the publications [36—52].
The bases theory is described in [54—55] in detail.

In this paper we continue the studies begun in [28], a brief summary of this paper was announced in
[53].

Formulation of the problem. We investigate the boundary value problem

Ly =ay'(x) + by (1 —x) = Ay(x),x € (0,1), (1.1)

ay(0) + By(1) =0, (1.2)
where a, b, a, B are arbitrary, previously known constants, and A is a spectral parameter, y(x) is a desired
function from the class C*(0,1) n C[0,1].

Let operator P be defined by the following formula
Py(x) = ay(x) + by(1 —x),

(al — bS)v(x)

then
P lv(x) =

where Sv(x) = v(1 — x), I is unit operator.

Indeed,
I-bS
PP=u(x) = (al + b)) _
a2 — b2

a’l — abS + baS — b%2S?  (a? — b?)I
= a2 — b2 T a2 — p2 =1

Consequently, if a? — b? # 0, then the problem (1.1) - (1.2) takes the following form:

d
Ly = P&y(x) = f(x),x € (0,1),
ay(0) + py(1) = 0.

() =500, [y = 15w,

ay(0) + }3 y(1) = 0;
( ) ( ) ay(O) + ﬁy(l) = 0.
Itisa generalized spectral problem.

Let Qy(x) = ay(x) + by(1 — x), then
(al — bS)v(x)

Q) = —— —
Supposing Qy(x) = z(x), we have
I —bS - 1-
y(x) — Q_lz(x) — Z’z — ﬁz Z(X) _ (ZZ(X)aZ fZﬁ(z X)’

— 20 ——



ISSN 1991-346X 5.2019

az'(x)+pz(1-x) Qz(x)
= a? — B2 T a2 52;
Then our problem takes the following form:

Qz'(x) al —bS , a? — 2
pE—E =1 —bZQ 1z(x),=> Qz'(x) = Aaz —

Qz'(x) = A(a? — BH)P71Q z(x),

y'(x)

Q™ 'z(x),

{z’(x) = Aa? — BHQ'PTIQ ™ z(0), (1.3), (1.4)

z(0) = 0.
It is a generalized spectral Cauchy problem.
Remark 1.1. If (a? —B?)(a? —b?) # 0, then the problem (1.1)-(1.2) is equivalent to the
generalized spectral Cauchy problem (1.3)-(1.4).
2. Research Methods.
2.1. Solvability. If y,, (x) = sin nmx, then
Yn(1 =) = (D", (), yom(1 — ) = =y (0),
Yam-1(%) = Yam-1(1 — x);
moreover y,(0) = 0,y,,(1) = 0.
2) Yom (1 = %) + Yo () = 0,=>y', (x) =y, (1 —x) =0;
6) Yom-1(%) = Yam-1(x) =0,=>y’, () +y,, _,(x)=0.
Lemma 2.1. If Ly, = 0,y,(x) % 0, then
(a®> = b?)(a+p) =0.(2.1)
Proof. From the equation (1.1) we have
{ay'(x) +by'(1—x) =0, -
by'(x) +ay'(1—x) = 0;
a)ora? —b?=0,and y'(x) £ 0;
6) ora? —b% # 0,and y'(x) = 0.

If a = b # 0, then the problem has the form

{y'(x) +y'(1-x)=0,
ay(0) + By(1) = 0.

Functions y,,,_1(x) = sin(2m — 1)mx, m = 1,2, ... are solutions of this problem, therefore, in this
case the point Ag = 0 is an infinitely multiple eigenvalue of the boundary value problem (1.1)-(1.2).

If b = —a # 0, then the boundary value problem (1.1)-(1.2) takes the following form

{y'(x) -y (1-x=0,
ay(0) + By(1) = 0.

Solution of this problem is the following functions

Yom(x) = sin2mnx,m = 1,2, ...
therefore, also in this case the point 4, = 0 is infinitely multiple eigenvalue of the boundary value
problem (1.1) - (1.2).
If a? — b? # 0, then y'(x) = 0, y(x) = C — const; =>
a-C+p-C=0,(a+pB)-C=0,=>a+pB=0,

since C # 0.

Let (a? — b?)(a + ) = 0, then

a)ora+ B =0,ora+f # 0, then a? —b? = 0.
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If @ + B = 0, then the function y,(x) = C — const is an eigenfunction and 1, = 0 is an eigenvalue.

If a? —b? =0, then as we have already noted, in the case a = b the functions V,,_;(x) =
sin(2m — 1)mx, m = 1,2, ... are eigenfunctions, and A, = 0 is eigenvalue of the infinitely multiple. In the
case b = —a the functions y,,,(x) = sin2mmx are eigenfunctions, and 1y = 0 is infinitely multiple
eigenvalue.

Lemma 2.2. Operator L is invertible if and only if

(a®> = b?)(a+p) #0, (2.2)

where
Ly = ay'(x) + by (1 — x), (1.1)
ay(0) + By(1) = 0. (1.2)

Proof. If (a? —b?)(a+ ) =0, then in the case a® —b? =0, A, =0 is eigenvalue, thus the
operator L is not invertible, and in the case a? — b? # 0, 1, = 0 is a simple eigenvalue, therefore the
operator L is again non-invertible.

Inversely, if operator L is non-invertible, then there exists a function D y(x) % 0 such that Ly, = 0,
then due to Lemma 2.1, we have the equality (2.1).

2.2. About inverse operator.
Ly=ay (x)+by'(1—x)=f(x),x € (0,1), (1.1)

ay(0) + py(1) =0, |a| + |8] # 0. (1.2)
Let Tu(x) = au(x) + bu(1 — x) = (al + bS)u(x),
where Su(x) = u(1 — x), then
al — bS

T lv(x) = "

v(x).

Indeed,
(al —bS)v(x)  (a®l — abS + baS — b*S?)

TT Yw(x) = (al + bS) Z_pz aZ — b2

v(x) = v(x).
The problem (1.1)-(1.2) takes the following form

d
Ty =f(),x €0,
ay(0) + By(1) = 0.

Consequently,
y () =T f(0),=>
X

1
() = y(0) + f T1F(D)dt, y(1) — y(x) = f T-1f()dt,

0 x
1

y(x) = y(1) - f T-1f(E)dt, =>

X
X

1
(@ + B)y(x) = afr-lf(t)dt _p f T-1f(0)dt,

0
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1

@ B (e
y) =171 () = —— 3 of Tf@©dt - —— 5 T-1f(t)dt =
a+'8f9(x—t)T 1f(t)dt——fn(x—t)r LF(D)dt =
_(afx—t)—pO(E—x) _ 3
—f oy T 1f(t)dt =

0

fa@(t—x) BO(t — x) af(t)—bf(l—t)
0

a+p — b?

a
= e Th Of a8~ 1) ~ BOCE ~ N (Dt -
1

b
TR f [aB(x — £) — pB( ~ D] (D =
1

a
TG Of (a8 e — 1)~ pO(E ~ )] (it ~
1

b
_ CETDICET)) 0f[az@(x —1+t)—-B0(1 —t—x)]f(t)dt =

B fa[a@(x — )= B0t — )] — blab(x — 1+ 1) — BO(1L —t )]
B (a2 =bH)(a+p)

0
1

F(O)dt = f K Of ()dt,

where ’
alaf(x —t) — pO(t —x)] — blaO(x —1+1t) — ﬁ@(l—t—x)]

Koot = @ = b+ h)

We have proved the following theorem.

Lemma 2.3. If
(@®>=b®)(a+p)#0

then the inverse operator L™1 exists and has the form

1
y() = L () = f Kz, OF ©)dt,
0

where
alaf(x —t) — pO(t —x)] — blaO(x —1+1t) — ﬁ@(l—t—x)]

(a® = b*)(a +p)

K(x,t) =

2.3. Criteria about Volterra property.

We consider the following boundary value problem

Ly =ay'(x) + by (1 —x) = f(x),x € (0,1), (1.1)
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ay(0) + By(1) =0, (1.2)
in the space L?(0,1), where a, b, a, B are arbitrary complex constants, satisfying the condition
(lal + [bD(lal + |B]) # 0,b # 0 2.1)

f(x) is a continuous function on the segment [0,1], y(x) is a unknown, continuously differentiable
function.
Definition 2.1. If the boundary value problem

Ly=ay'(x) +by'(1 —x) —Ay(x) =0, (1.1)
ay(0) + gy(1) =0, (1.2)
has only trivial solution at any complex A4, then it is called Volterra.
Theorem 2.1. Boundary value problem (1.1) - (1.2) is Volterra if and only if
1) (a® = b*)(a® — p?) # 0;(2.2)
2) b(a?+ B?) +2afa =0.(2.3)
Proof.
a) Necessity. Let boundary value problem (1.1) - (1.2) be Volterra, then (a? — b?)(a + ) # 0,
otherwise Ay = 0 is eigenvalue, which contradicts the Volterra property of the boundary value problem

(1.1) - (1.2). If the condition (a? — b?)(a + B) # 0 holds, then there exists inverse operator L™1, which

has the form
1

L0 = j K(x, Of ©)dt,

0
where

alaf(x —t) — pO(t —x)]| —b[ab(x—1+t)— (1 —t — x)]

K(xt) = @ =)@+ B)

If the operator L does not any nonzero eigenvalues, then the operator L™1 also does not have nonzero
eigenvalues, consequently, kernel operator (L™1)? does not have nonzero eigenvalues. Then, by the
Lidsky theorem [59], we get

SpL=2 = 0.

Now we calculate the left part of this formula
1

L2 (x) = f K2(x, O f (D)dt,

0
where
1

K2(x,6) = f K (x, K (€, )dE.

0
It is known that (by the Gaal theorem) [60]

SpL™? = fKZ(x, x) dx,

0
thus

11
SpL™? = K(x, K (&, t)d&dx.
/]

It remains to calculate this double integral:

K(x, $)K (&, t) =?

—— 4 ——
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_alab(x =8 -BFE -] -blab(x -1+ —po(A -§—x)] _ K[1] - K[2]
K(x,f) - -

(@ —b2)(a +p) (@ —-bD)(a+p)
k(e ) = Ala8E =0 =BG = D ~blab(s — 1+ = po(t =¥ =] __KI3] K[
= @ —-b2)(a+p) @ —-b)(a+p)

K[1]-K[3] = —apb(x — &) — Bab(§ —x) = —aB[0(x = &) + 6(§ —x)] = —ap;

K[1]'K[2] = a?0(x = &) - 0(x+&—1) —afO(x —5O(1 —x — &) —
—Bab( —x)0(x+&— 1)+ %0 —x)-0(1 —x—¢);

K[2]"'K[3]=a?0(x+&—-1)-0(¢ —x) —afO(x+&E—1)0(x — &) —
—Bab(1—x—&)OE —x) + 201 —x—&)-0(x —&);

K[Z]'K[Z] = aze(x+f— 1) +ﬁ29(1 —x—f);
Consequently,
aK[1] — bK|[2] aK|[3] — bK|[2]
KD =@ e p Y =@ D@+ py

a?K[1] - K[3] — abK[1] - K[2] — baK[2] - K[3] + b2K2[2]
K(x,f) ' K(S;lx) = (az — bz)(a +,B) =

=a?(—ap) —abla?0(x — &) - 0(x + & — 1) — af(x — )01 —x — &) —
—Bab(§ —x)0(x +§—1) + 20 —x)-0(1 —x -] -
—bala?(x +§—-1)-0(¢ —x) — af(x + & — 1D — ) —
—fabd(1—x—HOE —0) +p20A—x =) 0(x - D] +

+b?[a?0(x +§ — 1) + p20(1 —x — )] / (a® = b*)(a + )%
We calculate the following integrals:

x—§&>0,

X+E—1>0, =>x>&>1—x

D [y fuC— )8 + & — Ddédx =
$ A
£=1

»
»

X

= ijldfdx=%;
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x—=§>0, x> §,

2) fy fy 0 =0 —x—Odedx = || T " T = TV
$a
£=1
2
» X
x=1
=ﬂ dedx =~
D, 4
3 Jy oG —0oG+g—vdsar= | T = ITT
$a
§=1
D3
» X
x=1
=ﬂ dedx =~
Ds 4
4) [ —00(1 —x — §)dedx = |1f;f?£'0’
$A
£=1|
I > X
x=1
:f dfdle;
D, 4

5) J) [ 1a?00 + & — 1) + B20(1 — x — ©)]d édx =7
11 1 x 1
a?0(x+&—1dédx = | dx | a?dé=[(1 -1+ x)a?dx =
/] Jor Joas=]

1
a2

! 2
x
=azjxdx=a2—
2
0

o 2

1 1-x 1

fflﬁzeu—x—f)dxdg:ngdxf df=ﬂzf(1—x)dx=
00 5

0 0

)2,

1

0
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11
SpL™2 = K(x,§)K (& t)dédx =
/]

2 2
a?(~ap) - % (a? — af — Ba+ p?) — 22 (a? — ap — pa+ p?) + b2 FE
- (a2 = bD2(a + B2
_ —2apa® —ab(a - B)* +b*(a® + %)
- 2(a? — b2)2(a + B2 -
_ —2afa® — aba® + 2afab — abB’® + b*a® + b*p*
- 2a? — 522 (a + )2 -
_ [a?(b® — ab) + B*(b? — ab) + 2aBab — 2afa®]
2(a? — b22(a + B
_ (b* —ab)(a? + B?) + 2ap(ab — a?)
T @b B
_b(b—a)(a®+ %) +2afalb—a)
T 2@ pE
_(b—a)[b(a® + B?) + 2aBa] _
B 2(a? — b?)?2(a + p)? B

Since b — a # 0, then b(a? + $?) + 2afa = 0, thus the necessity of the second condition is proved.

If B=—a, then b:2a?—2a?-a =2a?(b—a)=0, since a # 0, therefore b —a =0, it is
impossible, thus § # —a or f + a # 0.

Similarly, if f = a, then b - 2a? + 2a?-a = 0,2a?(b + a) = 0, since a # 0, then b + a = 0, it is
impossible, therefore f — a # 0. Earlier we showed that (a? — b?)(a + ) # 0, due to the last condition,
we have (a? — b?)(a? — 5?) # 0, t.e. we get the inequality (4.2).

0) Sufficiency.

Let (a? — b?)(a? — B?) # 0 and b(a? + B?) + 2afa = 0. From the equation (1.1) we have

d
T——y() = Ay(x0),y'(x) = AT 1y(x),
al — bS
y'() =2

aZ — p2
Differentiating this equation, we obtain

. ay' +by'(1—x) al +bS
Y00 = A = Ay () =

,al +bS al —bS A2
2 —Db2 a2 —bZ aZ —

Lemma 2.4. If 1 # 0 is a eigenvalue of the boundary value problem

y(x).

L2 Y (0.

ay'(x) + by'(1 —x) = Ay(x),x € (0,1), (1.1)

ay(0) + py(1) =0, (1.2)
where b # 0, |a| + |B| # 0,a? — b? # 0, then the quantity
12

[12 = m (24)

is eigenvalue of the Sturm - Liouville operator

y"(x) = p?*y(x),x € (0,1), (2.5)
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{ ay(0) + py(1) =0,
alay’'(0) + by' (D] + Blay'(1) + by'(0)] = 0,
Corollary 2.1. If the Sturm - Liouville problem (2.5)-(2.6) does not have nonzero eigenvalues, then

the problem (1.1)-(1.2) also does not them.
Boundary value problem (2.5)-(2.6) does not eigenvalues if and only if

A24: 0,A14 + A32: 0, A13: 0,

(2.6)

where A;; are minors of the matrix

(a 0 B 0 )
0 aa+pb 0 ab+pfa)
It is obvious that
Ay = 0,A1,= a(ab + Ba),A,3= —L(aa + B/b), ;3= 0.
Moreover,
A14 + A32= a((lb + ﬁa) + ﬁ((la + ﬁb) ==
= a?b + afa + Paa + B*b = b(a? + B?) + 2afa = 0.

Consequently, the problem (4.5) - (4.6) is Volterra, i.e. does not have eigenvalues on all complex
plane, thus the problem (1.1) - (1.2) also does not have nonzero eigenvalues.

Remark 2.1.

Other proof of sufficiency.

If a2 — B2 # 0 and a? — b? # 0, then our boundary value problem is equivalent to the generalized
Cauchy problem

{Z’(x) = Aa? = BHOP1Q 1 z(w),

2(0) = 0; 2.7, (2.8)

where
Pu(x) = au(x) + bu(l — x) = (al + bS)u(x),

Qu(x) = au(x) + pu(l — x) = (al + BS)u(x),

al —BS _, al—bS
=a2—ﬁ2’ Tz _p?

Q—l

al =bS al —BS aal —apS —baS+bBS

PTIQ™t = aZ — b2 q? — B2~ (a® - bD)(a? - B?)

_aal — (aB + ba)S + bBS _ (aa + bB)I — (ap + ba)S.
@@ @@ -

al — S . (aa + bB)I — (aB + ba)S B
a? — p? (a2 —bp?)(a® - Bp?)

_ fElaa +b @) + B(af + ba)l — a(ap + ba)S — f(aa + bB)S
B (a? — b?)(a? — p?)? a
_ (a?a+apb + p?a+ apb)l — (aaf + a’b + faa + %b)S
B (a? — b?)(a? — p?)? B

[a(a? + ?) + 2aBbll — [b(a? + B?) + 2aBalS
(a? = b?)(a? — p?)? '

Q—lp—lQ—l —

— 28 ——
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Consequently, Cauchy problem (2.7) - (2.8) takes the following form

[a(a? + B?) + 2apBb]
(@~ b5)(az = p7)
z(0) = 0;

It is obvious that this Cauchy problem has only trivial solution at any value of A.

Remark 2.2. This proof prompted us that a? — 82 # 0. The fact is that we did not check the
conditions

) (a* =b*)(a+p)#0,

2) b(a?+B?) +2aBa=0

on compatibility.

From the second condition when 8 = a, we have

b-2a?+2a?-a=0,2a%(b+a) =0.

If @« =0, then f = 0, which is not acceptable therefore b + a = 0, and this contradicts the first
condition, therefore B # a or § — @ # 0. And the final look of the Volterra is

1) (a* —b*)(a® - %) # 0,

2) b(a?+ B?) + 2apa = 0.

zZ'(x)=2

2.4. On basis property.

Lemma 2.5. If

a) (a® = b?)(a? - p?) # 0,

6) function y(x, 1) is eigenfunction for the boundary value problem

ay'(x) + by'(1 —x) = +Ay(x),x € (0,1), (2.9)
ay(0) + By(1) =0, (2.10)
where |a| + |B] # 0, then it is eigenfunction for the Sturm - Liouville boundary value problem
y"(x) = 1?y(x),x € (0,1), 2.11)
{ ay(0) + By(1) =0, 2.12)
(aa + bB)y'(0) + (af + ba)y'(1) =0, '
where
/12
,UZ = Z_az' (213)
2
Inversely, if the quantity u? = # is eigenvalue of the Sturm - Liouville boundary value problem
y"(x) = u?y(x),x € (0,1), 2.11)
{ ay(0) + By(1) =0, 2.12)
(aa + bB)y'(0) + (af + ba)y'(1) =0, '

Then the function y(x) is eigenfunction for the boundary value problem
ay'(x) + by' (1 —x) = £ay(x), (2.9)

ay(0) + By(1) =0, (2.10)
Proof. Suppose that (2.9) - (2.10) holds. Then, assuming

Tu(x) = au(x) + bu(l —x) = (al + bS)u(x),
Su(x) =u(l —x)
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we have
Ty'(x) = £y (x),
al — bS
Y'() = ATy () = £A——5y (%),
., ay'(x) +by'(1 —x) al +bS
y(x) = FA— e = Ay () =
+1 , A?
= az _bZTy (x) = az _bzy(x);
consequently,

/12
-y"(x) = a2 y ().
Further, from the equation (2.9) due to the boundary condition (2.10), we obtain
alay’(0) + by'(D] + Blay'(1) + by'(0)] = £A[ay(0) + py(1)] = 0.

Therefore, the second boundary condition has the form

(aa +bB)y'(0) + (aB + ba)y'(1) = 0.

Inversely, let function y(x, u) be a eigenfunction of the Sturm — Liouville boundary value problem

y"(x) = 1?y(x),x € (0,1), 2.11)
( ay(0) + fy(1) = 0, o
(aa + bB)y'(0) + (aB + ba)y'(1) =0, '
where
2 _ A
W= (2.13)

We find a eigenfunction, corresponding to the eigenvalue u?.
General solution of the equation (2.11) has the form

y(x, 1) = Ae™* + Be~iHX,

where A, B are arbitrary constants. Putting this expansion into the boundary condition (2.12), we
receive a system of homogeneous equations for unknowns 4, B.

a,(0) + By(1) = a(A+B) + p(Ae™ + Be™™) =
= A(a+ Be*) + B(a + pe™*) = 0;
' (x, 1) = iu(Ae™* — Be~¥),y'(0) = iu(A — B),
y'(1) = iu(Ae'* — Be™™H),
(aa + bB)iu(A — B) + (ap + ba)iu(Ae* — Be™™) = 0,iu + 0;
(A—B)(aa + bB) + (af + ba)(Ae'* — Be™*) =0,
Alaa + bB + (aB + ba)e'*| + B[—aa — b — (ap + ba)e ] =0,

A(a + ,Bei“) + B(a + ,Be“"‘) =0,
{A[aa + bB + (aB + ba)e™*| + B[—aa — bp — (ap + ba)e™*] = 0.

— 30 —
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We calculate determinant of this system of equations

a+ fet a+ Be _
aa + bf + (af + ba)e* —aa —bf — (af + ba)e™*

= —(a+ Be™)|aa + bB + (aB + ba)e | —
—(a+ ﬁe‘i")[aa + bB + (aB + ba)ei“] =0.(2.14)

A(w) =

Transforming this expression, we get
A(w) = —[a(aa + bB) + a(af + ba)e™* + B(aa + bp)e™ + B( B + ba) +
+a(aa + bB) + a(af + ba)e™ + B(aa + bB)e™* + B(af + ba)] =
= —{2a(aa + bp) + 2f(af + ba) + [a(aB + ba) + f(aa + bB)]e * +
+[a(ap + ba) + B(aa + bﬂ)]ei”} =
= —{2a?%a + 2apfb + 2p%a + 2apfb +
+[a(aB + ba) + f(aa + bP)](e™* + e™i#)} =
= =2[(a?® + B*a + 2apb + (afa + ba? + Baa + bB?) cos u] =

= —2{a(a? + B?) + 2apb + [b(a? + B?) + 2afa] cos u}.
Remark 2.3. If

1) b(a?+ B?) + 2aBa = 0;
2) a(a?+ B?) +2aBb # 0

then A(u) # 0, i.e. the problem is Volterra.
In this case:
2)—1)=(6%2+p%(a-b)+2af(b—a)=(a—b)(a—p)>+0,
2)+ 1) =(@?+p*(a+b)+2af(b+a)=(a+b)(a+p)?+0.

Therefore, (a? — b?)(a? — f?)? # 0, that coincides with the first condition of Volterra property, see
(2.2).

Supposing b(62 + f2) + 2afa # 0, from the equation A(u) = 0 we have
a(a? + B?) + 2apfb
b(a? + B?) + 2apa’
a(a? + B?) + 2apb
b(a? + B?) + 2afa
We investigate multiplicity of eigenvalues
A(w) = 2[b(a? + B?) + 2afa] sin p.
If A(u) = 0, then sinyu = 0,cosu = +1. Thus
a(a? + B2) + 2apb
b(a? + B?) + 2aBa

cospy =

u = xarccos |—

+2nm,n=0,+1,+2, ...

= +1.

a) If
a(a? + f?) + 2afb = b(a? + %) + 2afa , then
(a=b)(@?+ p?)+2aB(b —a) = (a—b)(a?+ p? —2ap) =
=(a—b)(a—-p)*=0;
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6) If
a(a? + B?) + 2afb = —b(a? + B?) — 2apa,

(a®?+ B*(a+b)+2aB(b +a) = (a+b)(a?+ p?+ 2ap) =
=(a+b)(a+p)?=0.

In oue case, (a? — b?)(a? — B?) # 0, therefore A(u) # 0 and the Sturm - Liouville problem does not
have associated functions.
Supposing,
A=K(a+pe™™),B=(—a—Pe*)K,
where K is arbitrary constant, we obtain (find) eigenfunctions of the Sturm — Liouville boundary value
problem
y(x,u) = K(a + Be‘i”)ei”x — K(a + ,Bei”)e‘i”".
Then
y'(x,u) = K[i,u(a + Be‘i")ei”" + iu(a + Bei”)e‘i”x],
y'(1—x,p1) = K[ip(a + Be‘i")ei"(l"‘) +ipu(a + Bei”)e‘m(l"‘)] =
= K[i,u(aei” + ,B)e‘i”x + i,u(ae‘”‘ + ,B)ei”x];
ay' +by'(1—x) = i,uK{[a(a + Be‘i”) + b(ae‘i” + B)]ei’”‘ +
+[a(a + ﬁei”) + b(aei“ + ,B)]e‘i’“‘}.

Further, from the equality A(m) = 0 it follows that rows of this determinant (2.14) are linear
dependent, therefore we have
aa +affe ™ + bae " + bp =

= aa + b + (aB + ba)e ™ = —C(a + fe™*), (2.15)
aa + afe™ + bae' + b =
= aa + bf + (aB + ba)e* = C(a + Be'*), (2.16)

Consequently,
ay' + by’(l — x) = uk - C[—(a + '[ge—i#)ei#x + (0( + ﬁeiu)e—iux] —
= i,uK . C[(a + Be—iﬂ)ei#x _ (a + Beiu)e—iux] —

= —ip Cy0o ) = = ==z Cy (o). @.17)
Calculate the constant C. If we sum up formulas (2.15) and (2.16), then we get
2(aa + bB) + (ap + ba)(ei“ + e‘i“) = C(ei“ — e‘i“) B, =>
aa + bB + (af + ba) cosu = C - fisinpu.
Subtracting the formula (2.15) from (2.16), we have
(aB + ba)(e* — e ) = C[2a + B(e™ + ™), =>

i(aB + ba)sinu = Cla + B cos ul;
Consequently,
- i(aB + ba) sinpu _aa+bp+ (aB + ba)cosu_

a+pBcospy if3 sinu ’

In our situation
a(a? + %) + 2apb
b(a? + B?) + 2apa’

— 3 ——

cosp =—




ISSN 1991-346X 5.2019

Thus
ap(a® + %) + 2ap*b
b(a?+ B2) + 2aBa
_ab(a® + B?) + 2a*Ba — af(a® + B*) — 2aB’b _
B b(a? + B?) + 2afa B
_ (a?+p*)(ab —ap) + 2af(aa — Bb)
B b(a? + B2) + 2afa B
_ bla(a? + B?) — 2aB?] + a[-B(a? + B?) + 2a*B]
B b(a? + B?) + 2afa
_ba(a® - *) +ap(a® - %) (a® = p*)(ba+ap)
B b(a? + B2) + 2afa "~ b(a? + B2) +2afa’

a+fcospy=a-—

ot [a(a® + B2) + 2apb]>  +VbZ —a?(a®— %)
SImMp== 2= [b(a? + B2) + 2aBal? b(a? + B2) + 2afa ’

o _tilap+ ba)Vb? — a?(a? — B?) (62 — p2)(ba +ap) _
B b(a? + B?) + 2afa "b(a?+ B2) +2afa
= +iyb2 — a? = +y/a? — b2,
Putting this expression into the formula (2.17), we have

ay'(x) + by'(1 = x) = +Ay(x, ),

which was required to prove.

Problem. Prove that the system of eigenfunctions of the Sturm - Liouville boundary value problem is

basis
—y"(x) = p?y(x),x € (0,1), 2.11)
{ ay(0) + By(1) =0, 2.12)
(aa + bB)y'(0) + (af + ba)y'(1) =0, )

where (a? — f%)(a? — b?) # 0, by the Kesselman - Mikhailov Test [57-58].
Solution. Boundary matrix of the boundary value problem (2.11) - (2.12) has the form

(a 0 B 0 )
0 aa+bB 0 af+ba)
We calculate minors of this matrix
A= alaa + bB),A13=0,A1,= a(af + ba),
Azz= —B(aa + Bb),Azs= 0,43,= B(af + ba);
Hence,
Ay + Asp=a(aB + ba) + B(aa + Bb) =
= b(a? + B?) + 2afa # 0,
otherwise the problem is Volterra.

First we check the Birkhoff regularity condition [54]; for this, we rearrange rows of the boundary
matrix
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ao a; by by
0 aa+bB 0 af+ba
a 0 B 0
Co C1 dy dy

1) aldl - blcl = 0,
2) aidy — bic; =0,]aq| + |by| = |@a + bB| + |aB + ba| > 0,

bico + a;dy = a(as + ba) + f(aa + Bb) = b(a? + B?) + 2afa # 0,
3) a =b; =c; =d; =0,a0dy — bocy # 0.
It is obvious that in our case conditions 1) and 3) coincide, only condition 2) remains.
If |a;| + |b1| = 0, then a; = 0 and b; = 0. Then we get

{aa+b,8=0,
afp + ba = 0.

Since |a| + |b| # 0, then a? — ? = 0; similarly from the condition |a| + |f] # 0 we have that
a? — b? = 0, which is not possible by our condition. Consequently, our boundary value problems (2.12)

are regular by the second part of the Birkhoff condition [56].
The Kesselman condition [57] is
Afy + A%, — Af, — A3, % 0.
In our case,
A%, + A%,= a?(aB + ba)? + B?(aa + Bb)?,
A%,= a?(aa + Bb)?, A%,= f?(af + ba)?, =>
Afy + A3, — A, — A%y= (@ — B*)(aB + ba)? + (B? — a®(aa + Bb)?) =
= (a® — BA)[(af + ba)* — (aa + Bb)*] =
= (a® - B?)[(af + ba — aa — Bb)(ap + ba + aa + fb)] =
= (a® = pH)[a(B — @) + bla — PI[6(a + b) + Bla+ b)] =
= (e = p*)(a-p)b-a)a+Db)a+p)=
= (a? — B*)(a? = p3)(b* — a®) = (a® — f?)?*(b* — a®) # 0.

Consequently, the eigenfunctions of the Sturm — Liouville boundary value problem (2.11) - (2.12)

form a Riesz basis in the space L2(0,1).
Theorem 2.2.If
a) (a* — *)(a® = b*) # 0,
b) b(a? + £?) + 2afa # 0,

then eigenfunctions of the bpundary value probelm
ay'(x) + by’ (1 —x) = Ay(x),x € (0,1),

ay(0) + By(1) =0,

form a Riesz basis in the space L?(0,1).

Remark 2.5.
If a = 0,b = 1, then the boundary value problem (1.1)-(1.2) takes the form

y'(1—x) =2y(x),x € (0,1),

— 34 ——

(1.1)
(1.2)
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ay(0) + By(1) = 0.
Thus the conditions a) and b) of Theorem 2.2. are transformed as follows:
ay a2 — B2 £ 0,
b)Y a? + % # 0
or (a? — B?)(a? + B?) #+ 0, or a* — B* # 0, that coincides with the results of [28].

3. Research Results
We consider in the space L?(0,1) the following boundary value problem
Ly =ay'(x) + by'(1 —x) = Ay(x),x € (0,1), (1.1)
ay(0) + By(1) =0, (1.2)

where a, b, a, B are arbitrary, previously known constants, and A is a spectral parameter, y(x) is a desired
function from the class C1(0,1) N C[0,1], and we formulate the obtained results.

Theorem 3.1. The boundary value problem (1.1) - (1.2) is Volterra if and only if

1) (a? —b?)(a?—p?) #0;(2.2)
2) b(a?+ f?) + 2aBfa = 0.(2.3)

Theorem 3.2.If

a) (a® — p?)(a® — b*) # 0,
0) b(a? + B?) + 2afa # 0;

then eigenfunctions of the boundary value problem
ay'(x) + by'(1 —x) = Ay(x),x € (0,1), (1.1)
ay(0) + By(1) = 0, (1.2)
form a Riesz basis in the space L2(0,1).

4. Discussion of Results.

Remark 4.1. If
{b(a2 + B?) + 2afa = 0,
b2af + (a? + B?)a =0,

then (a? + p?)? —4a?B? =0, i.e.
(a? + B?)? — 4a?p? = (a® + p* — 2ap)(a® + B? + 2ap) = (a — f)*(a + B)?
= (a®?-p?»)?% =0.
Remark 4.2.
a) If C = —Va? — b?., then from the formula (2.15) we have

aa + b + (ap + ba)e ™ = a? — b2.(a + pe™*),
aa + bp + (af + ba)e ™ = By/a? — b2e~ + ay/a? — b2,
(aﬁ +ba — pya® - bz) e"" = aya? — b% — aa — b,

6va? — b%? —aa — bpB
ap + ba — fVa? — b?

e =
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and from the formula (2.16) we have
_ —ava®—b%—aa—bf -
aB + ba + pVaZ —b% '

el

consequently, e " - el = 1.
0)IfC = Va? — b2, then from the formula (2.15) we have
aa + b + (af + ba)e™# = —Ja? — b2, (a + Be™#),
aa + bf + (af + ba)e * = —ﬁﬂe‘i“ — am,
(a,B + ba + BM) e = —am —aa — bp,

ava? —b? + aa + bf
aﬁ+ba+ﬁm'

e_lll- - —

5. Findings. Operator corresponding to this boundary value problem is not semi-bounded; therefore,
variational methods are not suitable to study such problems, and this is a distinctive feature of this
problem. In our opinion, such operators can be used to construct non-local transformation operators, and
apply them to study spectral properties of operator sheaves.
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INVESTIGATION OF THE DISTRIBUTION OF DARK MATTER
IN THE GALACTIC STRUCTURE

Abstract. We investigate the formation of disk-bulge-halo systems by including the basic components in the
theory of the formation of galaxy. The purpose of this article is to investigate the distribution of dark matter in the
Galactic structure and examine the impact of subhalo on the halo and the disk components to be included in one
simple scenario of the formation of the galaxy. We investigate several important characteristics of galaxies, such as
coordinates, position, velocity and masses, to form a stable component of the galaxy. We search for the parameters
and physical processes that determine the subhalo-halo ratio, and thus largely explain the origin of the collision or
other obstacles through the galactic halo. The spread over the radial velocities of the halo, combined with the spread
of obstacles in the distances from the center of the galaxy, may explain the observed spread over the properties of the
disk and the bulge. The paper uses data from Auriga proper unit - a data file of the main galaxies in Aurig-6 before
free run. The units of data length used in Gadget2, such as coordinates and density, are converted from Mpc to kpc
and also include star_age.

Key words: dark matter (DM), radial velocity, Galactocentric coordinate system.

I. Introduction

One of the most compelling puzzles in present day astronomy is the question how galaxies formed. In
particular, we need to understand the wide variety of sizes, masses and morphologies of galaxies observed,
as well as their coordinates, position, velocity and masses. The main morphological parameter that sets the
classification of galaxies in the (revised) Hubble diagram is the disk-to-bulge ratio. Disk dominated
systems such as spirals are believed to have formed by cooling of the baryonic matter inside a virialized
dark halo. As the gas cools, its specific angular velocity is conserved, and the amount of angular velocity
of the dark halo thus determines the size of the disk [1].

We envision an inside-out formation scenario for the bulge. It is assumed that the bulge forms out of
the low-angular velocity material in the halo, which cools and tries to settle into a small, compact disk.
Such disks are however unstable, and we assume here that this instability, coupled with the continuous
supply of new layers of baryonic matter that cool and collapse, forms the bulge. This inside-out bulge
formation is self-regulated in that the bulge grows until it is massive enough to allow the remaining gas to
form a stable disk component. We do not describe the bulge formation in any detail but merely use
empirical relations of the characteristic structural parameters of bulges and ellipticals to describe the end
result of the formation process as a realistic galaxy. We use this simple formation scenario to investigate
the predicted disk-to-bulge ratios and disk scale-lengths as a function of the halo angular velocity, and as a
function of formation redshift and cosmology.

— 4) ——
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IT Observational results

In this paper we use data from Auriga proper unit - a data file of the main galaxies in Aurig-6 before
free run. The units of data length used in Gadget2, such as coordinates and density, are converted from
Mpc to kpc and also include star age. Snapshot 000 is the initial condition of collision simulation,
snapshot_029 is a snapshot when the distance between the satellite is about 10 kpc, snapshot 032 is a
snapshot when the distance to the satellite is about 5 kpc, and snapshot when the distance to the satellite is
about 1 kpc.

In each snapshot file, there are 6 types of particles: gas (type 0), dark matter (type 1), disk (type 2),
bulge (type 3), star (type 4; also include wind particles) and black hole (type 5). Gas particles only exist in
the host galaxy. Dark matter particles exist in both the host and the satellite: those from the host with
particle ID <= 2701512 and the satellite with particle ID >2701512. Disk and bulge particles only exist in
the satellite — they together form its stellar component. Star particles and black hole particle only exist in
the host. In total, there are 667454 gas particles, 2371259 dark matter particles (2034059 in the host and
337200 in the satellite), 100000 disk particles, 25999 bulge particles, 1575406 star particles and 1 black
hole.

The snapshot files only contain the coordinates, the velocities, the particle IDs, the potentials and the
masses (solar mass), and for gas particles, the densities and several other parameters. The units of these
data are the same as Illustris, with Hubble parameter h=0.6777. If you want to read the stellar age,
metallicity or other fields of particles from the host galaxy provided by Auriga, please refer to the file
‘Auriga_proper units.hdf5’. Note that in this file, I have changed the unit of length of all the data fields
that also exist in the snapshot files to kpc/h, while other data fields are unchanged, because this file is used
as an initial condition file for my simulation. So when you use it, be careful of the units. For your
convenience, here is a free software that can read and display data stored in hdf5 files:
https://www.hdfgroup.org/downloads/hdfview/.

4000 . 150 —r——r————
3000 | 1 ]
2000 | 1 100
1000} 1 150r
> 0 > N oF
—1000}F 1 150}
—-2000} 1 ool
:zggg L ] I L e I 600 T R R N T N &0 |||||||
—40B0RO000AL0R0BOA000 20 25 30 35 40 45 50 55 —806080R0M20060800-260506600 50105200
4000 25 ———%—————800 —————+—————200 ——————
3000 | wups® 600 | 150} .
2000 | y oo}
1000 o2 {50},
> o} e > 1 of
—-1000} —200}| 150}
—-2000} L —hoof e e _joof
-3000} +10} —600} . —i50} .
_4002 5 1 1 L 1 1 00 1 1 L 1 L _(9_% L L L L L L
—46B0260000L0R0B0A000-20-15-10-5 0 5 10—6001GE2000 200400600-36264000 1020GBOGI00
4000 —— 800 ————————300 ———————
3000 | - 6 150 |
2000 | {00}
1000} LI {50}
> 0 * > - 4 0f
-1000} - 150}
—2000} - 100 |
—-3000} L —600} 150 | .
7400 1 1 1 1 L L L 5 1 1 L 1 1 00 1 1 L 1 L D 1 L 1 L 1
0 6BoRON00M0R080800D>15-10-5 0 5 10 15 500162000 200400600 36@0A1000 100200300
4000 ———————— 30 ———>*———800 — 3200 —
2l ol . B n . f
o g *
1000} 15} - 0, {50}
> _1000] ]! R ¥ 1sof
—-2000} ot L . °e  _J00}
—-3000} 1-5} o 150} 1
_400 0 L L 1 1 L L 00 1 1 L 1 L D L L L L L
00 6B0RE0000102080800D21510-5 0 5 10 15 20> 5001662000 2004040~ 362061000 100200300
X X X X

Figure 1 - Distribution of stars in the horizontal coordinate plane. The panels are for stars in our sample located at initial
conditions of collision simulation, satellite data from the disk about 1kpc, Skpc and 10 kpc. a) The first column represents two-
dimensional histogram in bins of D = 0.lkpc and p = (.14p¢ for halo, with the darkness being proportional to the number

of counts.; b) The second column represents plane coloured as a two-dimensional histogram of disk; c¢) same as for bulge; d) but
for subhalo
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Figure 1 shows the distribution of particles with respect to the center of the Galaxy for the he units of
data length used in Gadget2. Snapshot 000 is the initial condition of collision simulation, snapshot 029 is
a snapshot when the distance between the satellite is about 10 kpc, snapshot 032 is a snapshot when the
distance to the satellite is about 5 kpc, and snapshot when the distance to the satellite is about 1 kpc. In
which orbital evolution and masses are consistent with previous models. This model can reproduce the
observed location and the LA reasonably well and shows bifurcated structures, which appears to be
consistent with observations.

III Distances and Geometry

Remind that galactic coordinates system this is the system with origin placed on the Sun and extended
through the center of Galaxy. Its plane coincides with the plane of Galaxy dick [2]. In disk. In doing this,
its latitude b is measured from galaxies plane to an object and takes magnitudes from —90° up to +90°.
Galactic longitude 1 is measured at the Galaxy plane from the baseline connected the Sun and galactic
center up to the baseline connected the Sun and object. Counting directs to the same way that the right
ascension in the second equatorial coordinates. Therefore the galactic longitude puts i limits from 0 ° up to
360°. The position of object in galactic coordinates describes by matrix expression

X =rCcosacoso
y=rsinacoso
z=rsind
The longitude-velocity distribution (Figs. 1b and 2b) is approximately sinusoidal and that of the

latitude-velocity distribution (Figs. 1c and 2c) follows a cosine law. In consequence, the radial velocity
momentum distribution of the LMCs can be represented by the following formula:

L=yv+zv,
L=xv,+zv,

L =xv,+yv,

We assume that we start with a 3D position in the ICRS reference frame: a Right Ascension,
Declination, and heliocentric distance (&, ,B,I” ). We can convert this to a Cartesian position using the
standard transformation from Cartesian to spherical coordinates:

r=y{x’+y’+z°

where v =~200-230km /sec. This distribution law admits a simple interpretation (or “inversion”),
namely: it reflects a roughly uniform flow of HVCs that comes approximately from galactic coordinates
l, = 90° and b, = 0° and that encloses the whole Galaxy. If v, and v, are the velocities of the Sun and

of the LMC flow with respect to the Galactic center respectively, the radial velocities of the LMCs with
respect to the LSR are given by

) XV YV, +ze,

7

r

This model is therefore one of the successful models in the present study. The physical properties can
be well reproduced by the present models, as long as we adopt the velocity type. However, models with
the velocity type cannot reproduce well the observed locations. The physical properties in models with
different velocity types are briefly discussed in Figure 2.
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Figure 2 - Distribution of velocity in the horizontal coordinate plane. The panels are for stars in our sample located
at the satellite data from the disk about lkpc, from left to right is velocity in VeV, V. coordinate direction,

from top to bottom stellar halo, disk, bulge and dark halo

IV Observational results

We explore the parameter space in terms of the coordinates, position, velocity and masses, and the bar
pattern speed. Besides, we run control simulations without satellite for both 2-d and 3-d configurations.
All simulations were run for 8-12 kpc from the sun, an order of magnitude longer than the satellite merger
timescale. The models are listed in Table 1, showing also the amount of mass that reaches the inner 8 kpc
(a generous definition of the central region).

Figure 6 shows the distribution of the star velocity in the horizontal coordinate plane for the its units
of data length used in Gadget2. Snapshot_000 is the initial condition of collision simulation, snapshot_029
is a snapshot when the distance between the satellite is about 10 kpc, snapshot 032 is a snapshot when the
distance to the satellite is about 5 kpc, and snapshot when the distance to the satellite is about 1 kpc. In
which orbital evolution and masses are consistent with previous models. This model can reproduce the
observed location and the LA reasonably well and shows bifurcated structures, which appears to be
consistent with observations.

From the parameter astrometric solution and line-of-sight velocities of these particles, we derived
distances (as 1/@ ), positions and velocities in the cylindrical Galactic reference frame, that is (

R,p, Z,V,, Vsz ). For convenience, we took ¢ positive in the direction of Galactic rotation and with

origin at the line Sun-Galactic Centre. For these transformations, we adopted a vertical distance of the Sun
above the plane of 8 kpc, a distance of the Sun to the Galactic centre of 8.34 kpc and a circular velocity at

the Sun radius of V, (RD ) =240 km-s~'. We assumed a peculiar velocity of the Sun with respect of the
Local Standard of Rest of (UJ VoW ): (1 1.1,12.24,7.25) km-s™'. Our choice of values give
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(K (R] )+ v, )/ R =30.2km-s'kpc™", which is compatible with the reflex motion of galaxy. To derive

the uncertainties in these coordinates, we propagate the full covariance matrix. The median errors in the
VsV, V, velocities are 1.4, 1.5, and 1.0km -s~", respectively, and 80% of dark matter particles have

errors smaller than 3.3, 3.7, 2.2km-s™" in these velocities. The positions in the Cartesian coordinates X-
Y and X-Z of the sample are shown in Extended Data Fig.1.
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Figure 12 - Distribution of radial velocities (y _ y |y ) of the dark matter particles within 5 kpc of the sun in various snapshots
x27yd 7tz

with the center of the main galaxy as the coordinate system. The position of the sun is x=8kpc

Given an initial distribution of stars Z (t =0) and V, (1= 0), the vertical amplitudes of the orbits
can be derived through the conservation of energy and using the fact that at the vertical turn-around point
of the orbit (Vz = 0) , the (vertical) kinetic energy is null. Assuming that stars follow a simple harmonic
oscillation (but with different frequencies), the movement of the stars with time is described by Eq. (3)
0) is obtained from the initial distribution of Z and V,

where the initial phase of the stars @0 = (p(t
and the corresponding amplitudes.
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Figure 13 - Distribution of radial velocities (vx v, ’vz) of the dark matter particles within 2 kpc of the sun in various snapshots
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Figure 14 - Distribution of heliocentric velocities (Vh) obtained for the solar reflex motion using the circular motion

of the LSR at the Sun and Sun’s peculiar velocity of the satellite and dark matter and satellite particles within 2 kpc
of the sun in various snapshots with the center of the main galaxy as the coordinate system

For part of our study, we selected from our sample the 2371259 dark matter particles located in the
solar Galactic cylindrical ring, that is with Galactocentric radius 8.24 < R < 8.44 kpc (dotted lines in

Extended Data Fig.2). For this selection, the median errors in the V,, V,, V, velocities are 0.5, 0.8, and

0.6 km-s™", respectively, and 80% of dark matter particles have errors smaller than in these velocities
1.1, 2.0, 1.3 km-s™". We note that the velocity uncertainties are significantly smaller than the sizes of the

substructures detected and that, together with the number of dark matter particles in our samples, this is
what made possible their detection. Although there are some correlations between the astrometric Gaia
observables, these are not responsible for the correlations and substructure seen in our phase space plots.
This is because the particles in our sample are distributed through all sky directions, and the phase space
coordinates come from combinations of astrometric measurements and radial velocities, in different
contributions depending on the direction on the sky. Besides, the astrometric correlations for our sample
are small (smaller than 0.2 in their absolute value for more than 50% of dark matter particles) and this,
combined with the small errors, makes their contribution nonsignificant.

Alternatively, we used the mode of the posterior distribution and a prior of an exponentially
decreasing density of dark matter particles with a scale length of 8 kpc from the center of the Milky Way.
We found the differences between this distance determination and the inverse of the parallax are between -
2% and 0.6% for 90% of the 6,376,803 dark matter particles for the different snapshots. Therefore, the

difference in velocity presented here is in the change of v and v,. We can see that in the initial condition

of snapshot 000, the dark matter particles move according to the original trajectory, but when the satellite
passes through the galaxies, the velocity of the dark matter particles in the snapshot-029, snapshot-032 and
snapshot-033 changes subtly. When observing the running trajectory on the side of the v_, we cannot
observe the large parallax error due to the deviation of the line of sight direction, but for velocity v, v,

due to the longitudinal observation, when the satellite passes through the galaxies, we can find the radial
velocity of dark matter particles has changed. For these dark matter particles, the estimator of the parallax
inverse will produce a non-physical distance.

V. Models for the vertical phase mixing of dark matter density
We first reproduced the spiral shape observed in the Z —V, plane with the Gaia DR2 data by using a

simple toy model. Often the classic harmonic oscillator is employed to describe the vertical movement of
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dark matter particles in galaxy disks under the epicyclic theory. However, in this approximation, which is
valid only for very small amplitude orbits for which the potential changes little vertically, stars have the
same vertical oscillatory frequency v and there is no phase mixing, unless orbits at different guiding
radius, thus with different frequencies, are considered [3]. Instead, we used an anharmonic oscillator with
the potential. We took the coefficients ¢, «,,a, corresponding to the expansion for small Z, derived

elsewhere, with values of a=6.5kpc, b=0.26kpc, M =10""M_ . These coefficientsa depend on

Galactocentric radius R .
The phase space evolution described above is shown in the top row of Extended Data Fig.3. Initially,

the particles followed a Gaussian distribution in Z (t = O) and V, (t = 0) with mean and dispersion of

—0.1kpc and 0.04kpc , and —2km-s™' and lkm-s~', respectively. We located all particles at the same
Galactocentric radius R = 8.5kpc , and thus, they all move under the same functional form of the vertical
potential. The initial conditions are shown in Extended Data Fig. 3a, where we colour-coded the particles
according to their period. Following Eq. (3), each star follows a clockwise rotation in the Z -V, plane.

However, they do it at a different angular speed: stars with smaller period located at the closer distances
from the mid-plane (Z = O) revolve faster than those located at the largest distances from the mid-plane.

The whole range of frequencies is what creates, therefore, the spiral shape. Extended Data Fig.3b shows
the evolution of the system for three initial phases of the time evolution when the spiral shape begins to
form. Extended Data Fig.3c shows the spiral shape after 1000 Myr of evolution.
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Figure 7 - Distribution of stars in the horizontal coordinate plane within 2 kpc of the sun. The panels are for stars in our sample
located at initial conditions of collision simulation, satellite data from the disk about 10kpc and 1 kpc. a) The first column
represents two-dimensional histogram inbins of p = 0.1kpc and p = ¢ lkpe for halo, with the darkness being proportional
X v .

to the number of counts.; b) The second column represents plane coloured as a two-dimensional histogram of disk

In the Gaia data, we do not see a thin spiral but a thick one, with many of the stars in the volume
participating in it [4]. A similar effect was reached with our toy model when we included particles at
different radius for which the vertical potential changes and the range of amplitudes/frequencies also
changes. In Extended Data Fig.3 (bottom row) we let the same system evolve as in the top row but starting
with initial radius following a skewed normal distribution, which creates a density decreasing with radius
as in galaxy disks, with skewness of 10, location parameter of 8.4kpc and scale parameter of 0.2kpc .

The spiral structure is now thickened similarly to the data, with higher density of stars at the leading edge
of the spiral.

To estimate the time of the phase mixing event from the spiral seen in the Gaia data (Fig.1) using Eq.
(4), we needed to locate two consecutive turns of the spiral and estimate their vertical frequencies from
their amplitudes and mean radius. For this, we used Extended Data Fig.5 which has been colour coded as a
46
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V

function of median guiding radius. This was approximated as R, ~ A,
V(&)

flat rotation curve, where we used the values of R, =8.34kpc and V, (RU ) =240km s assumed in the

coordinate transformation of the data. In this panel we see that the density gradient across the spiral shape
is created by stars with different guiding radius that arrive at the solar neighbourhood due to their different
amplitudes of (horizontal) radial oscillation.

Applying this method to several streams at a variety of Galactocentric distances and orientations with
respect to the Galactic disk would allow us to build a comprehensive map of the distribution of DM in the
halo — its shape, density profile, and orientation [5]. In the last few years evidence for dSph galaxy tidal
tails has been discovered around Milky Way satellites at very large Galactic radii, and other distant
streams are known. With SIM Lite, such distant streams can be used to trace the Galactic mass distribution
as far out as the virial radius with an unprecedented level of detail and accuracy. This would provide the
very first, accurate three-dimensional observational assessment of the shape and extent of a galactic-scale
DM halo.

We can begin to understand their spatial distribution and kinematics in stratified formation scenarios
as satellite galaxies traverse the main cluster of galaxies in association with the ability to cause tidal flows
in the CDR clumps [6]. The global effect has been proposed that re-ionization in this era strongly
influences the initial motion trajectory of dark matter particles, directly reaching the tidal flow of a larger
mass scale, equivalent to the scale of the Magellanic Cloud [7]. Therefore, the dark matter particle
composition and globular clusters of our protogalaxies are distributed in the center of the cluster of
galaxies. Since the dark matter particles are too hot to cool efficiently, thousands of similar mass halos are
generated during the movement of the original running track. This situation can explain the problem of
uneven distribution of dark matter particles caused by satellite galaxies crossing the main galaxies,
observing the uneven distribution of density among the thousands of DM substructures visible in Figure 8
at the center of the main galaxies.

under the hypothesis of a
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Figure 8 - The density distribution of projections in the Z direction drawn by the particle ID to distinguish the two galaxies
(satellite particles and dark matter particles for snapshot_000). The density unit is (kpc/h)™>

Most of the rare, luminous protogalaxies rapidly merge together, their stellar contents and DM
becoming smoothly distributed and forming the Galactic stellar and dark halo (Figure 4-8). The metal-
poor globular clusters and old halo stars formed in these early Milky Way structures become tracers of this
early evolutionary phase, centrally concentrated and naturally reproducing the observed steep number
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density fall off with radius. The most outlying substructures fall in late and survive to the present day as
our familiar satellite galaxies. The observed radial velocity dispersion profile and the local radial velocity
anisotropy of Milky Way halo stars are successfully reproduced in this model, but only with full three-
dimensional orbits can we be assured that the orbital shapes are truly consistent with predictions.
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Figure 9 - The density distribution of projections in the Z direction drawn by the particle ID to distinguish
the two galaxies (satellite particles and dark matter particles for snapshot_033). The density unit is (kpc/h)™>

Determining the nature of the DM that surrounds galaxies and overwhelms the gravitational force
from visible matter constitutes a fundamental task of modern astrophysics [8]. CDM particles are
characterized by low initial velocity dispersion and high phase space density, resulting from a relatively
heavy particle mass. After the satellite galaxies cross the main galaxies, they cause tidal currents in the
center of the total cluster due to external shocks, which affect the distribution of dark matter particles, with
steep density cusps at the center. In cosmologies with a somewhat lighter DM particle there are reduced
phase space densities and higher velocity dispersions. These alternative models, broadly classified as
warm DM, produce more constant density cores in galactic halos. In this sense, by precisely measuring the
shape of the central DM density profile (characterized by the logarithm of the slope there), one places
important constraints on the primordial phase space density of DM, which in turn bears on such
microphysical properties of the DM particle as its mass and details of its formation mechanism.

Based on measured mass-to-light ratios, dwarf spheroidal (dSph) galaxies occupy the least massive
known DM halos in the Universe. Dwarf spheroidals are also unique among all classes of galaxies in their
ability to probe the particle nature of DM, because phase space cores resulting from the properties of the
DM particle are expected to be most prominent in these small halos. In recent years, the measurement of
line-of-sight velocities for upwards of a thousand stars in several dSphs has allowed for a precise
determination of their masses. However, despite the great progress made in estimating masses of these
systems, determining the logarithmic slope of their central density profile, and thus the nature of the DM
contained within, remains elusive.

VI. Conclusion

Most of the stars in our Galaxy including our Sun move in a disk-like component and give the Milky
Way its characteristic appearance on the night sky. As in all fields in science, motions can be used to
reveal the under lying forces, and in the case of disk stars they provide important diagnostics on the
structure and history of the Galaxy. But because of the challenges involved in measuring stellar motions,
samples have so far remained limited in their number of stars, precision and spatial extent. This has
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changed dramatically with the second Data Release of the Gaia mission which has just become available.
Here we report that the phase space distribution of stars in the disk of the Milky Way is full of
substructure with a variety of morphologies never observed before, namely snail shells and ridges when
spatial and velocity coordinates are combined. The nature of these new substructures implies that the disk
is phase mixing from an out of equilibrium state, and that it is strongly affected by the Galactic bar and/or
spiral structure.

The ability of Auriga_proper unit - by used in Gadget2 to make pu as measurements of the positions
of faint stars is unmatched among all planned missions. Tis simulation method will be able to probe
accurately the three-dimensional stellar phase space distribution around the outskirts of our own Galaxy,
within a nearby sample of dwarf galaxies, and in other Local Group systems — and these are the only
galaxies in the Universe for which such data will be available. These measurements provide unique
windows on some key astrophysical problems, from galaxy formation and the structure of DM halos, to
the nature of DM itself.

The work was carried out within the framework of Project No. AP05134454 "Evolution of the
perturbations in the density of dark matter in a very early Universe", financed by the JSC "National Center
for Space Research and Technology", Aerospace Committee of the MDAI of the Republic of Kazakhstan.

Author express their gratitude to professor Yougang Wang from National Astronomical Observatories
of Chinese Academy of Sciences for the problem forwarding and the permanent supporting for its solving.

J. KaiipaTKbI3bl

On-Dapabu ateranarel Kaz¥V, «B.I'. ®ecenkoB ateiHgarsl Actpodmsnka UHCTHTYTEDY, «¥ITTBHIK FAPBIIITHIK
3epTTeynep MeH TexHonorusuap optansirb»AK, Kazakcran Pecrryonmnkacet MM AU a3porapBIITHIK KOMUATETI

TAJIAJITUKAJIBIK KYPBIJIBIMBIHIATBI KAPAHT'bBI
MATEPUSHBIH TAPAJIYBIH 3EPTTEY

AHHOTaNMs. [aJlaKTUKAHBIH KaJBIITACy TECOPUSICHIHIAFBI HETi3ri KOMIIOHEHTTEPAlI KOCY apKbUIbl TUCKLTIK-
rajo-rajio XyHesnepiHiH KaJblITaCyblH 3epTTeliMi3. Byn MakamaHblH MakcaThl TalakTHK KYPBUIBIMBIHAA KapaHFbI
MaTCpPUSHBIH TapallyblH 3€PTTCY JKOHE HETI3ri rajora CyOraJOHHBIH OCEpiH, COHBIMEH KaTap TalaKTHKaHBIH
KaJIBIITACYBIHBIH KapamnaibiM CIICHApUHiHEe €HETIH TUCK KOMIIOHEHTTEPIH 3epTTey OOJBIN TaObUIaab!. ["amakTHKaHBIH
TYPaKThl KOMIIOHEHTTEPIH KaJBIITACTHIPY YIIIH KOOPAWHATTAp, OPHANACY, )KBUIIAMIIBIKTAD XKOHE Maccaliap CHUSKTHI
TaJlaKTUKANApAbIH OipHEIIle MaHBI3Abl CHIATTaManapblH 3eprTreiiMiz. CyOrano-rajgo KaThIHACHIH aHBIKTaHTBHIH
mapaMeTpiep MeH (DU3HKAJBIK IPOIecTepi i3[eiMi3, OChUIafINa TaaKTHKAIBIK Tal0 apKbUIBI COKTHIFBICYABIH
HeMece 0acKa KeIepriiepin maina 00ysH alTapibIKTai TyciHAipeMi3. [anakTHKaHBIH OpTaTbIFBIHAH KAIIBIKTHIKTa
KeJeprijiep TaparysIMeH OipiKTIpUITeH CyOTaJOCBIHBIH paaWajibl KBUIIAMIBIKTaphl OOMBIHIIA Tapalybl TUCKIHIH
KacueTTepl MeH KaObIHYBIHBIH OaliKaiFaH TapaidyblH TYCiHAIpe anaabl. by Kyxkarra Auriga proper unit - Aurig-6
HETI3ri TaJlakTHKaJap/AblH JepeKTep (aiibl epKiH aiiHaIbIMHAH OypbiH KonpaHaasl. Gadget2-1e KoopauHATTAp MEH
TBIFBI3/IBIK CHSKTBI KOJIIAHBUIATBHIH JIEPEKTEP Y3bIHIBIFBIHBIH O1pJIIKTEpi, MIIK-1aH KIK-Fa JEHiH e3repTiieai KoHe
JKYJIIBI3 KAChIH KAMTHBIL.

Tyiiin ce3nep: xapa matepus (DM), panuansl )XbIIIAMIBIK, [ amakToneHTpuYecknii KOOpIUMHAT XKykeci

. KaiipaTkbI3bl

Kazaxckuit HarmoHanbHBINH YHUBEpCUTET UM. Anb-Dapadu, « Atpodmsnyeckuii ”HCTUTYT UM. B.I'. decenkoBay,
AO «HammoHansHBIH HEHTP KOCMHYECKHIX HCCIEOBAHUHN U TEXHOJIOTHID,
Aspokxocmuaeckniit komuteT MJIAU PecrryOnmkn Kazaxcran

HCCJIEJOBAHUE PACIPEJIEJIEHUSI TEMHOM MATEPUH
B T'AJTAKTUYECKOM CTPYKTYPE

AnHoOTanusi. MBI uccienyeM o0Opa3oBaHHE CHCTEM JHMCK-Oa/DK-Tajo MyTeM BKJIFOUCHHS OCHOBHBIX KOMIIO-
HEHTOB B TEOPHUIO 00pa30BaHUs TalakTHKH. L[enb 3TOW cTaThW - MCCIIEOBATh pacIpe/ciicHHe TEMHOW MaTepuH B
CTpyKType [alakTHKU W W3y4YUTh BIUSHHE CyOrajlo Ha rajio ¥ KOMITOHGHTBI JHCKa, KOTOPBIC JOJDKHBI OBITh
BKIIFOYCHBI B OJHMH MPOCTOH CIeHapuil (OPMHUPOBAHUS TalAKTUKH. MBI HCCIIEAyeM HECKOIBKUX BaKHBIX
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XapaKTePUCTHK TaJlaKTHK, TaKMX KaK KOOPAWHATHI, MOJIOKEHHWE, CKOPOCTh W Macchl, 4TOOBI c(hOpMHPOBAThH
CTaOMIBHOCTH KOMITOHEHTHI T'aJlaKTUKU. MBI HIIeM mapaMeTpsl B (U3HUYECKHE IPOLECCH, KOTOPHIE OMPEACIIOT
OTHOUIEHHE CyOTrasno-rano, u, TAKUM 00pa3oM, B 3HAUUTEIbHON CTEIIEHN OOBSACHAIOT IIPOUCXOXKICHNE CTOJIKHOBCHHUS
WIN JIPyTUX MPENATCTBUN uepe3 TrajlakThudeckoe rano. Pazdpoc mo JydeBbIM CKOPOCTSM rajio B COYETAHUH C
pazdpocoM MPENSATCTBUI Ha PACCTOSIHHSIX OT IIEHTpa TajJaKTHKH MOXET OOBSICHHUTH Habmogaemblii pa3dpoc o
CBOIiCTBaM AMCKa W BBITYKJIOCTH. B paboTe HcHONB3yloTCS OaHHBIE M3 Auriga proper unit - ¢aiina AaHHBIX O
IJIaBHBIX TajlakKTHKax B Auriga-6 10 cBoOOJHOro 3amycka. EauHMIBI AJMHBI TaHHBIX, KcHojib3yemble B Gadget2,
TaKUe KaKk KOOPAMHATHI ¥ INIOTHOCTh, KOHBEPTHPYIOTCS U3 Mpc B Kpc u Takxke BKIIOYAIOT star_age.
KaioueBnie ciioBa: TemHas Matepus (JIM), nyueBast CKOPOCTb, FrajlaKTOLIGHTPHYECKAsi CHCTEMa KOOPIUHAT.
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FALSIFICATIONS OF THE ENERGY BALANCE EQUATION,
PUASSON ADIABATS AND LAPLACE SOUND SPEED

Abstract. The falsity of the energy balance equation with a specific heat capacity coefficient at
constant pressure, the fake Poisson adiabat, and the fake Laplace formula of adiabatic sound velocity are
established. Universal formulas of adiabatic ideal gas and sound velocity are proposed and substantiated.
Bibl.10.
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1. Falsifications of the heat equation with specific coefficient of heat capacity at constant pressure

Scalar product of the equation of dynamics

0 0 0
pd—v=pF+ p. By P ¢
dt ox oy Oz
on speed gives kinetic energy equation
0
pﬂ-v:pF-v+ap"-v+ py-v+apz-v+f-v, (1.1)

dt ox oy 0z

which is part of the energy balance equation

d 2 0 0 0
—(E+HV /2)=pF-v+f-v+ v+ v+ -v=V-q+ 00,
p EAM 1 D=fF 2P VI VAR, VY20

¥

as can be seen from the following:

dE  dv op v op, ov
p—+p—-v=pF-v+f-v+—=-v+p -—+—=-v+p -—+
da " at ox o ox Y oy
op ov
+—=-v+p, - —=-V-q+
2 P. q+pQ0
The abbreviation for (1.1) leads to the equation
pd_E—p @4_1) @4_1) @_Vq_FpQ
d o Yoy ooz

from which for the internal energy df = cvdT and according to the Fourier law q=-AVT We obtain

various representations of the heat equation, respectively, to the stress tensors.
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With asymmetric stress tensor for Newton's law of friction:

oc, %_v (AVT)-pV- V+ﬂZZ(—) + pO

i=l j=1 j

with an asymmetric tensor of the Jakupov [9-10] friction law:

dT_ o oV’
o V-(AVT)-pV- v+;; "“ax ax

and the heat equation with the symmetric Stokes stress tensor [1-8]:

dr 33, 0w, Ov,, 2
c, —=V-(AVT)-pV- v+ § D (=L =S u(V-v), (1.2)
pe (AVT)—-p 2 jl(ax. 8xl.) 3ﬂ( )

which is false due to the falseness of the Stokes stress tensor [9-10].
Let us pay attention to the fact that these equations include the coefficient Cv of the specific heat

)

capacity of a gas with a constant volume, according to the 1st law of thermodynamics.
In addition to the fact that the heat conduction equation is fake according to the Stokes friction law,

the tendency to transform into an equation with the specific heat coefficient of gas Cy at constant pressure
[1-9] is well known.
Specifically, Lykov (see [3] p. 32) gives the following equation:

dar _dp M ov, Ov, 2 5
=AVT —’ ——u(V-v
P ar at Z‘JZ‘( ; 3ﬂ( ) (1.3)

For the derivation, the universal gas constant and the Clapeyron-Mendeleev state equation are used
c,—¢, =R, p=pRT (1.4)
Using (1.4) in the error equation (1.2), substitutions are made

¢T=(c,~RT=c¢,T-RT=¢,T-£,

yo,
dT dT d p dT 1 dp

C —= C ————) = cC ——— _— _ =
pe p(,,dt i p p[pdt 7P~ p )]

_pe 4T _dp Bd_/)

Pdt dt p dt

where by the continuity equation ld_p = _V .v - Therefore

p dt
T T T

e, ar _ . 4T _dp pdp_ 4T _dp o

dr Pt dt pdt Podr dt

Substitution in the equation (1.2) gives

Xra i ,max. & 5

After contractions and rearrangements, the equation is obtained
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dT 7 ov. v, , 2 2 (1.5)
—=V-(AVT +—+ +—LY - Zu(V-v :
pe,—-=V-(AVT) 2121;%% ) =SV V)

For constant thermal conductivity coefficient A = const equation (1.5) goes over to the Lykov
equation (1.3).

Theorem. The equation of heat conduction with the coefficient of specific heat capacity of gas at
constant pressure

pe, g_v (WT)+dp H ZZ( ,u(V vy’

11/1

is fake in flows with variable pressure, as formula C, - Cv = is valid only for constant pressure p = const.
Evidence. The 1st law of thermodynamics is attracted [7]:

d'Q=dE+ pdV (1.6)

In an ideal gas dE =c,dT ,c, is the coefficient of specific heat of gas at a constant volume. Between

1
the specific volume ¥ and the density of the gas there is a connection V =—, dV =d(—).
P P

Therefore, the 1st law is used in the form [1]:
1 RT
d'Q=cdT + pd(—), d'Q=c,dT + pd(—) (1.7)
P p
Let the heat be supplied to the gas at a constant volume of V' = const. Since dV = 0 in this case it
follows from (1.6) 'O=dE = CvdT-

Let heat be supplied to gas d 'Q = deT with constant pressure p = const.

The 1st law of thermodynamics (1.7) is converted to the form

ppd(RT)—Rpo

2 b

RT
cpdT =c,dT + pd(7), (c,—c,)dT =

(cp—cv)deRdT—RTd?p, p=pRT

Dividing the last equality by d7 we obtain the following formula for a universal gas constant:

R=c, —c, +_d_p (1.8)
pdT’

At constant pressure p = const, dp = 0 from (1.8) we get the formula widely used in gas dynamics
[1-9]:

R=c,—c, (1.9)
By virtue of (1.8) in non-isobaric gas flows with variable pressure p # const, dp # (), there will

always be inequality R+, —c |
V4 v

This axiom is also evident from the 1st law of thermodynamics
d(RT)—RTd,
4 pPU )2 p.
p

d'Q:cvdT+pd(E), d'Q=
P
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d'chvdT+RdT—RT@, d'Q:cvdT+RdT—ldp
p P

For universal constant gas, dividing the last expression on the temperature differential, we get the
formula

d' 1 d
_49_ | lap (1.10)
dT p dT
It is obvious, by virtue of equality (1.10), that in non-isobaric flows of gas with variable pressure
p#const, dp#0, inequality
R#c,—c,!
Consequently, the heat conduction equation with a coefficient C,, of the specific heat of a gas at
constant pressure is false, since it is obtained for connection Cp - Cv = R, which does not hold for

variable pressure p # const.
What was required to prove.

2. Falsifications of Poisson adiabat

In the dynamics of an ideal gas, a false heat equation (1.5) for enthalpy h=c,T, A=0, =0 takes

the form (see [1] p. 115):

dr _dp  dh_dp o
ppdt dt’ pdt dt’ '

therefore, it is also false.
Reducing the differential in time gives the connection

dp = pc,dT (2.2)
. dp o o
From the fake equation (2.2), converted to Form — = deT, again using R = c,—¢,, which is
Yo,
valid only for constant pressure, the Poisson adiabat is displayed (see Loitsyansky [1] p.115):
dp dp dp ya
P, ar="d(RD)=—"—al® 0Tk E (2, k=2
Cv 10 IO pO IOO Cv

Calculate the pressure differential using the Clapeyron-Mendeleev equation of state p = RpT :
dp = pRdT +TRd p

Similarly, assuming in this ratio R = c,—C,» just used to derive the Poisson adiabat, we get the true
value of the pressure differential
dp = p(c,—¢,)dT +TRd p,

whose transformed expression

dp dh 4T dp -
dp = pc,dT — pc,dT +TRd p, WD _ e L TRER (2.3)
Pl pe Pa P a P dt

does not coincide with the differential (2.2) and equation (2.1) !!!
The difference between (2.2) and (2.3) is not equal to zero:

—pc,dT +TRdp # 0
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Consequently, the differential pressure dp = pc pd T (2.2), corresponding to a fake heat equation
with a heat capacity coefficient at constant pressure is also fake.
The falsity of equations (2.1) is proven again.

dh dp
p—#—!
Proved inequality dt dt

dh d
From fake equality p—= dp > the Poisson adiabat [1] is derived, consequently, the Poisson
t t

adiabat is also fake !!!

As is known, the Poisson adiabat is widely used in gas dynamics, for example, when calculating the
propagation velocity of small perturbations, i.e. speed of sound.

3. Falsification of the speed of sound of Laplace

On the basis of the equation of Clapeyron —Mendeleeva Newton derived the isothermal speed of

sound
Vo \ 8p p

Laplace proposed to use the Poisson adiabat p = p, (ﬁ)k :

£

0

—p=\/—( o)) = \/ , a=~kRT (3.1)
op p

Connection R=Cp —c, takes place only for constant pressure p = const, therefore, the Laplace

formula (3.1) is not only adiabatic, but also isobaric sound speed.

Consequently, due to the falsity of the Poisson adiabat, it is logical to consider the formula (3.1) to be
the adiabatic and isobaric Laplace sound velocity as fake.

Using a fake link poc,dT =dp and the equation of state Clapeyron-Mendeleev, we organize the
calculations:

@:cpd ”d(RT)_ Pd( ) d2 )__p _dep;fdp:d_p,
p p R p p
C C & C
) p——”~p@=dp, (—p—l)dp_—” p@’ (2 1)@:_17‘1_/”
R R p R R p R p R p

C C
P “dinp=-Ldinp, din =0,
R c, —
P
C
ln% = const, L _ (ﬁ)", y=—2=
pO 100 Cp - R
So, from the false connection pcC pdT =dp we get the adiabat
L Ly, y=—2_, 62
pO pO cp _R

which for R = — goes to the Poisson adiabat.
P v
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Calculate the speed of sound:

op 0 P Po 4
a=,|=—=|7—=p,(>)") Z\/—zp” =
\/8/9 \/ap " P P

So, for the speed of sound, the formula is obtained (also fake, as in Laplace)

c c
a=/—p£,a=/ P _RT,
c,-Rp c,—R

which for R=c, —c, goes to the Laplace formula (3.1).

4. Universal adiabatic sound speed

1
The 1st law of thermodynamics d'Q =dE + pd(—) in an adiabatic gas (heat is not removed and not
P

supplied d'Q=0):

0=dE+ pd(L), dE= c.dT @.1)
Yo

According to the equation of state of Clapeyron-Mendeleev we find:

2

0=cdl + pd(L), 0= cd(2)- pd—p
p Rp

Next are the necessary conversions:
oS . Pdp—pdp dp . _
R pZ pz’
0=S. (@ _dpy_dp ¢ dp_ <  ydp dp_ (R \ydp
P q

- 5 (_V+1)_a
R p p p R p R p P

C
;f-(pdp—pdp)—pdp,

From the last equality follows adiabata (Jakupov)*:

R
Lo Ly, ¢==+1
Lo ¢

pO v

which for R = ¢, —¢,, l.e. for constant pressure too goes to the Poisson adiabat.
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So, the logic for the speed of sound is the formula (Jakupov)*

a= /a_p: /(5+1)£, a= /(5+1)RT,
op c, P c,

which, for a constant pressure, when performing R=c » —C,, goes to the

Laplace formula (3.1).
M;
Note. The barometric formula [7] p= poexp(—R—‘(;Z) confirms the fact that even in a stationary

atmosphere V =0 pressure is a variable function.
* These adiabatic names and the universal formula for the speed of sound are necessary to emphasize
novelty and differences from the Poisson and Laplace formulas.

K. Bb. Kakbin-reri

KP BFM MatemaTika >koHe MaTeMaTHKAIBIK MOJAEIIey HHCTUTYTHL, AnmaTsl, Kasakcran
Anb-®apabu ateianarel Kasax ¥arTeik YHuBepeuteTi, Anmartsl, Kazakcran

ITYACCOHHbBIH ATUABATACBIHBIH, JIAIIJIACTBIH
JABIBBIC KbIJIJAMABIFBIHBIH )KOHE SHEPTUSAJIAP
BAJTIAHCBIHBIH TEHAEYIHIH KAJIFAH/JBIKTAPBI

AnHotanusi. KpICBIM TYPaKThUIBIKTBIFBI, JKbUTYCHIMBIM/IBUIBIK —€Celieyilli 0ap JHeprusuiap OallaHChIHBIH
JKAIIFAH/IBIFBI, COHbIMEH KaTap [lyacCOHHBIH aJinabaThICHIHBIH JKOHE JIaruiacThiH JBIOBIC JKbUIIAM/IBIFBIHBIH KeHiTe-
MEJIEpiHiH KaTeNiKTepi HAKTHl JoJeneninreH. Mmeanaslk razmapapH annabaTachlHBIH KEHINTeMeci OpHATBUIFaH,
oFaH OailTaHBICTHI IBIOBIC )KBUTAAM- IBIFBIHBIH KaHATaH YHUBEPCAIBIBIK TYPIATH Heri3nenren. bu6m.10.

Tyiiin ce3aep: TeHaey, KbUTYCBHIBIMABUIBIK, aanadaTa, n300apIIbIK.

VK 532.533
K.B. Ixakynos

HHcrutyT MaTemaTtuku 1 Matematuueckoro moaenupoBanuss MOH PK, Anmatel, Kazaxcran
Kazaxckuit Hartmonaneueiit YansepcuteT uM.Ans-Dapadu, Anvatsl, Kazaxcran

PAJbBCUPUKAIIMUA YPABHEHUS BAJJAHCA SHEPT UM,
AJUABATBI TIYACCOHA U CKOPOCTH 3BYKA JIAIIJIACA

AHHOTAUMsl. YCTaHOBICHHI (DaTbIINBOCTh YpaBHEHUS OamaHca SHEPrHA C YACTBHBIM KO3 UIIHEHTOM
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INVERSE PROBLEM OF A STURM-LIOUVILLE OPERATOR
WITH NON-SEPARATED BOUNDARY VALUE CONDITIONS
AND SYMMETRIC POTENTIAL

Abstract. In this paper we prove a uniqueness theorem, in a single spectrum, for the Sturm-Liouville operator
with non-separated boundary value conditions and real continuous and symmetric potential. The research method is
different from all known methods, and based on internal symmetry of the operator generated by invariant subspaces.

Keywords: Sturm - Liouville operator, spectrum, Sturm - Liouville inverse problem, Borg theorem,
Ambartsumian theorem, Levinson theorem, non-separated boundary value conditions, symmetric potential, invariant
subspaces.

1. Introduction. By inverse problems of spectral analysis, we understand the tasks of restoring a
linear operator according to its one or other spectral characteristics.

The first significant result in this direction was obtained in 1929 by V.A. Ambartsumyan [1]. He
proved the following theorem.

We denote eigenvalues of the following Sturm - Liouville operator by 15 < 4; < A, < -+

=y"+qx)y =1y, (1.1)
y'(0) =0,y'(m) = 0; (1.2)

where q(x) is a real continuous function. If 4, = n? (n = 0,1,2, ...), then q(x) = 0.

The first mathematician who drew attention to importance of this Ambartsumian result was the
Swedish mathematician Borg. He also performed the first systematic research of one of the important
inverse problems, namely, the inverse problem for the classical Sturm — Liouville operator of the form
(1.1) by the spectra [2]. Borg showed that, in the general case, one spectrum of the Sturm-Liouville
operator does not define it, so Ambartsumian’s result is an exception to the general rule. In the same paper
[2], Borg shows that two spectra of the Sturm — Liouville operator (with different boundary conditions)
uniquely determine it. More precisely, Borg proved the following theorem.

Borg Theorem.

Let the equation

=y +qx)y = 2y, (L.
—z"+p(x)z = Az, (1.3)

have the same spectrum under the following boundary conditions

{ay(O) +By'(0) =0,

yy(m) + 8y' () = 0; (1-4)
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and under the following boundary value conditions

{ ay(0) + gy'(0) =0,
y'y(m) + 6"y’ (m) = 0.

Then q(x) = p(x) almost everywhere on the segment [0, 7], if
6-6"=0,]81+16"| > 0.

Shortly after the Borg’s work important studies on the theory of inverse problems were performed by
Levinson [3], in particular, he proved that if g(m — x) = gq(x), then the Sturm — Liouville operator

=y +q(x)y = 1y, (1.1)

¥'(0) — hy(0) = 0,
{y'(n) + hy(m) = 0 (15)

restored by one spectrum. Ambartsumian and Levinson theorems were developed in [4] - [6].

Inverse spectral analysis problems for Sturm — Liouville operators with non-separated boundary
conditions

A number of works B.M. Levitan [7] - [8] are devoted to reconstructing the Sturm-Liouville operator
from one and two spectra.

Note that inverse problems of spectral analysis for Sturm — Liouville operators with non-separated
boundary conditions were studied in [9] - [10] by other methods, with the results obtained being expressed
through conformal mappings, and difficult to verify.

From later works in this direction, we note [11] - [13].

This paper is devoted to the generalization of Ambartsumian [1] and Levinson [3] theorems to non-
decaying boundary conditions, in particular, our results contain results of these authors. Method of this
paper appeared i development of spectral methods for solving ill-posed problems of mathematical physics
[14] - [25].

2. Research Method.
Idea of this paper is very simple. Carefully studying the content of [1, 3], we realized that both of
these operators have an invariant subspace. If for the linear operator L the following formulas hold:

LP = PL*,QL = L*Q,

where P, Q are orthogonal projectors, satisfying the condition P + Q = I, then the operators L and L* have
invariant subspaces, sometimes restriction of these operators to these invariant subspaces, with certain
conditions, form a Borg pair.

3. Research Results.

In Hilbert space H = L2(0, ) we consider the Sturm — Liouville operator

Ly =—-y" + q(x)y,x € (0,7); (3.1)

{an}’(o) + a;,y'(0) + a3y(m) + a1y’ (m) =0,
az1y(0) + az;y'(0) + axzy(m) + az,y'(m) =0
where q(x) is a continuous complex function, a;; (i =1,2; j =1,2,3,4) are arbitrary complex
coefficients, and by A; j (i =1,2; j =1,2,3,4) we denote minors of the boundary matrix:

(3.2)

A:(a11 aip; A3 a14)
azq ayo azs QAz4)"

We suppose that A,,# 0, then the Sturm — Liouville operator (3.1) — (3.2) takes the following form
Ly =—=y" +q(x)y,x € (0,); (3.1)

{A14}’(0) + A24y'(0) + Az, y(m) =0,

A12y(0) + Azpy(m) — Agyy'(m) = 0 (3-3)

— 60 ——
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and its conjugate operator L* takes the form

Lt'z=-z"+q(x)zx € (0,m); 3.1

{EZ(O) + EZ’(O) +EZ(T[) =0, 3.3y
A342(0) + Azpz(m) — Apuz’ () = 0.
Let P and Q be orthogonal projectors, defined by the formulas

Pu(x) _ u(x)+u(mr—x) Qv(x) _ v(x)-v(T—x) (3.4)

2 ’ 2

The main result of this paper is the following theorem.
Theorem 3.1. If A,,# 0, and

1) LP = PL*;
2) QL =L"Q;
3) A= —Aqy;

then the Sturm — Liouville operator (3.1) — (3.3) is restored by one spectrum.

4. Discussion.

In this section we prove the theorem and discuss the obtained results. The following Lemma 4.1 and
Lemma 4.2 can have independent values.

Lemma 4.1. If for a linear and discrete operator L we have:

1) LP = PL%;

2) QL=LQ;

3)) P+Q =1
where P, Q are orthogonal projectors, and [ is a unique operator, then all its eigenvalues are real.

Proof.

Let LP = PL*, QL = L*Q; then

(LP)* = P*L* = PL* = LP;
QL) =LQ"=LQ =QL;
i.e. operators LP and QL are self-adjoint, therefore their eigenvalues are real.

If Ly = Ay,y # 0, then QLy = AQy, L*Qy = AQy, L*Q(Qy) = AQy, QL(Qy) = AQy if Qy # 0,
then A is a real quantity; if Qy = 0, then y = Py # 0, and LPy = APy, LP(Py) = APy. Consequently, A is
again real quantity.

The following lemmas shows that the spectrum o (L) of the operator L is divided into two parts,
therefore the operator L, apparently, is also divided into two parts. Later we will see that this is exactly
what happens, and more precisely, these parts form a Borg pair under a certain condition.

Lemma 4.2. If L is a linear discrete operator satisfying the conditions:

1) LP = PL*;
2) QL=1"0Q;
3) P+Q=1;

where P, Q are orthogonal projectors, and [ is identity operator, then we get
o(L) = a(Ly) Ua(Ly).

where L; = LP,L, = QL,0(L) is a spectrum of the operator L.

Proof.

If Ly = Ay,y # 0, then QLy = AQy, L*Qy = 1Qy, L*Q(Qy) = AQy, L,Qy = AQy. If Qy # 0, hence
A€o(Ly). If Qy=0, then we get y=Py#0 and LPy = APy, LP(Py)= APy,L Py = APy.
Consequently, 1 € a(L,).

Thus, o(L) € (L) Ua(L,).

IfA+0,and A € 6(L;) Ua(L,), then

a) If A € 0(L,), then Ju # 0, such that u € Hy, Lyu = Au, LPu = Au,— Lu = Au. Consequently,
A€ a(l).

6) If A€ 0(L,), then v € H,, v # 0 such that L,v = Av, QLv = Av, LTQv = Av,L*v = Av.
Consequently, A € a(L*) = o(L).
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B) If 0 € 6(L;) Ua(L,), then If 0 € 6(L,), therefore Lyu =0,u € H;, LPu=0,=>Lu =0,=>
0€o(L). If 0€0a(L,), then L,y=0, vEH,, QLv=0,=> L*Quv=0,L"v=0,=>0€c(Lt) =
o(L).

The following Lemma 4.3 nad Lemma 4.4 clarify the boundary conditions of Sturm-Liouville
operators with invariant subspaces.

Lemma 4.3. If
a) A24;t O,
6) LP = PL*;

then we have

1) (A12+A32) _ D1ptAzy _ AatAzg
A4 Azq By’

2) q(m — x) = q(x);
3)q(x) = q(x);

and the operators L and L* take the following forms:
Ly = -y" +q()y,x € (0,m);

{AA—A (0) = y(m] = y'(0) ~y'(m) =0,
A1,y(0) + Azyy(m) — Ayyy'(m) = 0.

L*z=—-7"+q(x)z,x € (0,m);

{_AHA;A% [2(0) + z(m)] + 2’ (0) + () = 0,

8142(0) + Apaz' (0) + Aypz(m) = 0.

Proof.
Let a,, # 0, then the Sturm-Liouville operator has the form
Ly =—y" +q(x)y,x € (0,1); 4.1)
A14y(0) + Az4y"(0) + A4y () = 0,
/ 4.2)
A12y(0) + Az y(m) — Apsy'(m) = 0,
and its conjugate operator Lt takes the form
Ltz=-z"+qx)zx € (0,m); (4.1)
{A_Mz(O) +8542'(0) + Aypz(m) = 0, @2y
A342(0) + A3pz(1) — Ayyz' () = 0. '
By P and Q we denote the following orthogonal projectors
Pu(x) = —u(x)+z(”_x) ,Qv(x) = —v(x)_z(n_x). (4.3)
If LP = PL*, theny = Pz € D(L), where z € D(L%), therefore
zx)+z(m—x) zZ'(x)—z'(r —x)
y(x) = Y (%) = ;
2 2
z(0) + z(m) z'(0) — z'(m) z(0) + z(m)
u——— thyy————+ Ay ———=0,
2 2 2
z(0) + z(m) z(0) + z(m) z'(m) — z'(0)
12— tAs — Ay, =0;
2 2 2
z(0) + z(m) z'(0) — z' ()
(Ags + A34) > + 424 > =0,
z(0) + z(m) z'(0) — z' ()
(A12 +435) > + A4 > =0;

— 62 ——



ISSN 1991-346X 5.2019

From LP = PL* we get that A;, + A3z,= Ay, + As,, hence these boundary conditions melt into one
boundary condition:

Z(O)JZrZ(n) + Ay, z (0);2 () _

(A2 + A37) 0. (4.4)

Summing up these boundary conditions (4.2)", we have
(B4 + B34)2(0) + (By; + A35)2(m) + Dys[2'(0) — 2' ()] = 0,
(B +85) L2204 Byl (0) — 2/ (m)] = . (4.5)

Combining (4.4) with (4.5), we get the following system of equations:
z(0) + z(m) z'(0) —z'(m)

(A12 +437) > 24 > 0.
G + ) z(0) -12- z(m) ;Z'(O) ; z'(m) o,

This system of equations has a non-trivial solution, thus
Az +Azp Apy
Az + A3, Az

=0,

or
(Alz + Asz) _ Az + A3, _ Ay +Azy
Ay Ay, Ayy
Therefore, operator L* has the form:
Ltz=—-z"+q(x)z,x € (0,m);
A, + A
% [2(0) + z(m)] + 2'(0) + z' () = 0,
24
A142(0) + By42' (0) + Aypz(m) = 0;
where

<A12 + A32) _ A + A3, _ Ay + Ay
Az Ay Az

Now we find the operator L, subtracting the second row of the formula (4.2) from the first row, we
obtain

(A12 — A14)y(0) + (A3 — A34)y () — A4y’ (0) + y'(m)] = 0O,
(A12 = 81)y(0) + (Ayy — A12)y(m) — Bpuly’(0) + y'(m)] = 0,
(D12 = D1 [y(0) = y(M)] = B[y’ (0) + y'(m)] = 0.
Consequently, operator L has the form

A —A
— (O ~y@] = y'(0) ~y'(m) =0,
24

A1y(0) + Azoy(m) — Ay’ () = 0.
Further, from the formula LP = PL* we get
LPz = PL*z, vz € D(LY),
1Py o ot ;(ﬂ —x)_ 2’0+ ;"(n -0, o0
—— 3 ——

z(x) + z(r — x) _
> ;
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z"(x)+z"(mr—x)
2

q(x)z(x) + q(m — x)z(m — x) |
+ > ;

q(x)z(x) + q(x)z(r — x) = q(x)z(x) + g(m — x)z(w — x),
[q(x) — q(x)]z(x) + [q(x) — g(mr — x)]z(w — x) = 0, (4.6)
[q(m —x) — q(m — x)]z(mr — x) + [q(m — x) — G(x)]z(x) = 0;

q(x) —q(x) q) —q(m—x) | _
qir—x) —q(x) qr—x)—qm—x)

[q(x) —g()] - [q(m —x) — g —x)] = [q(x) — q(mr — )] - [q(w — x) — G(x)]
q(x)q(m —x) — q(x)q(r — x) — g(x)q(m — x) + g(x)q(m — x) =
=q(x)q(m —x) — q(x)q(x) — q(r — x)q(m — x) + q(m — x)q(x);
q()q(r —x) + q(x)q(m — x) = q(x)q(x) + g(r — x)q(r — x),
q)[gm —x) —q(x)] + q(m — 0)[g(x) —q(r — x)] = 0,
[q(x) — q(mr —x)] - [q(mr —x) — q(x)] =0,
lg(x) —q(mr —x)|> = 0,=> q(x) = q(m — x). (4.7)
From (4.6) and (4.7) it follows that
[q(x) — g()]z(x) + [q(x) — g(x)]z(m — x) =0,
[q(x) — g()][z(x) + z(m — x)] = 0,=> q(x) — g(x) = 0.

PL*z = P°[—z” + mz] =—

Lemma 4.4. If
a) Ay, # 0;
b) QL = L*Q,
then
Aja—A Aqa—A Agp—A
1 14 12 — 14 12 — 32 34,
) ( Ay ) Apy Doy’

2) q(m —x) = q(x);
3) q(x) = q(x),

and the operators L and L* take the forms:

Ly ==y" +q(x)y,x € (0,m);
{AA—A [y(0) = y(m)] = y'(0) = y'(m) = 0,
A1,y(0) + A3,y () — Ayyy' () = 0.

Ltz=—-z"+q(x)z,x € (0,m);

{(A“””) [2(0) + z(m)] + 2'(0) — 2’ () = 0,

A24
A142(0) + Ay,2' (0) + Ay,z(m) = 0.
Proof.
IfQL = L*Q and y € D(L), tthen z = Qy € D(L"), thus we get

_y0e) —y@m—x) ') +y'(m—x)

2(%) 2 2

z'(x) =

— (4 ——
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—y(0) —y(m A—Y'(O) +y'(m) A_y(n) —y(0) _

bl Tt 0
A—My(O) ; y(m) ;y(n) ; y(0) A—My’(n) er y'(©) _ 0;
(s — A12)y(O) ;y(ﬂ) N A—My’(o) ery’(n) _ 0,

(Gos —323) y(0) ; y(m) A, y'(0) ; y'm _

Due to the formula Ay, — A= Az, — A3, these boundary conditions melt into one boundary
condition

(Bra — B1y) y(O);y(ﬂ) + A—“y (0)-;3/ (™ _ 0. (4.8)

Subtracting the second row of the formula (4.2) from its first row, we have
(D14 — A12)y(0) + (A34 — A32)y () + A4y’ (0) + y'(m)] = 0,
(A14 — A1) [y(0) — y (@] + A2y’ (0) + y'(m)] = O,

(0);y(ﬂ)] [y ©@+y'(m)] _ 0. (4.9)

+ Aoy >

(D14 — A1) u
Combining (4.8) with (4.9), we get the system of equations

y(0) ;ﬂﬂ) +A—243"(0) -ZH"(ﬂ) _o

(A1q — A1)

0) — '(0) +y'
(A14—A12)y( ) Zy(n)+A24y( )ery ™ _,

This system has a non-trivial solution, therefore

0= (A14 - A12) _ Ay — Ay _ Ay — Azy
, Ay Az Az

Dia—Biy By
A14 - A12 A24-

Thus, operator L has the form
. Ly =-y" +q(x)y,x € (0,m);
{A— y(0) —ym@] +y'(0) +y'(m) =0,
A12y(0) + Az () — Ay’ () = 0;

where

(A14 - Alz) _ A4 — Ay _ Azz — A3y
Azy Azq Dyy
Combining boundary conditions (4.2)", we receive:
(D14 +839)2(0) + (Ay5 + B32)z(m) + Bgu[2'(0) — 2'(M)] = 0,
(B12 +B32)[2(0) + z(m)] + Bz4[2'(0) — 2" (m)] = 0,
A, + A,
——"12(0) + z(m)] +z'(0) — z'(m) = 0.
24

Consequently,
Ltz=—-z"+q(x)z,x € (0,m);
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(M) [2(0) + z(m)] +2'(0) — z'(m) = 0,
A24-

8142(0) + A2z (0) + Appz(m) = 0.
Further, from the formula QL = L*Q, we have

QLy = Q°[y" + q(x)y] = -~ ) _}2/ =0,

q(x)y(x) — q(m — x)y(r — x)
+ > ;

L+ [}’(X) - }zf(ﬂ - X)] _

L*Qy =

_ Yy - 32/”(71 -0, i) y() - 32/(71 - x);

gy (x) — q(m — x)y(m —x) = )y (x) — g()y(m — x),
[q(x) —q()]y(x) + [q(x) — q(m — x)]y(mr — x) = 0, (4.10)
[qimr —x) —q(m — x)]y(m —x) + [q(mr — x) — q(x)]y(x) = 0;

q(x) —q(x) qx) —q(m—x) | _
gir—x)—q(x) q(r—x)—q(r—x) ’

[q(x) —q()] - [g(m —x) —g(m — x)] -
—[g(x) —q(@ —0)][q(m —x) —q(x)] =0,
q()q(m —x) —q()q(m —x) — qx)g(m —x) + go)q(m — x) =
=q()q(m —x) — q(x)q(x) — q(mr — 1)g(m — x) + q(m — x)q(x),
q(0)q(m —x) + q(x)q(m — x) = g(x)q(x) + q(m — 0)g(w — x),
q@)[g(m —x) —q()] + q(m — x)[g(x) — q(m —x)] =0,
[qC0) — q(mr — )][q(mr —x) — q(x)] =
= —lq(x) — q(mr — )|> = 0,=> q(x) = q(m — x). (4.7)
From (4.7) and (4.10), we have
[qC0) = )]y (x) + [q(x) — q()]y(m —x) =0,
[qC0) — g)]ly(x) —y(mr —x)] = 0,=> q(x) — g(x) = 0.
Comparing the results of Lemma 4.3 and Lemma 4.4, we obtain the following theorem

Theorem 4.1. If

a) Ay 0;
6) LP = PL*;
B) QL = L*Q,

then restriction of the operator L to the subspace H; = PH has the form
" E
Liu=-u"+qx)ux€ (0, 2),

Aq12+A3;

R223(0) + w/(0) = 0, %) =o; @.11)

— 66 ——
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and restriction of the operator L* to the subspace H, = QH has the form

L,v=—-v"+qx)v,x € (0, g),

A1y—Aqp ’ _ T\ _ Q.
=25(0) +v/(0) = 0, (2) = 0; (4.12)

where

1) (A12+A32) — Ajp+Azy _ AgatAzg

Azq Dpa  Dpy
D14—A12\ _ A1g—Dgp _ Azp—Azy
2) ( A24 )_ A24 B A24- ’
3) q(m —x) = q(x);
4) g(x) = q(x).

Equating the coefficients of the boundary conditions (4.11) and (4.12), we have

Ay +Az;= A1y —Agp,=> A= A14 — Ay — A3y=
= —(A1p + A3y — Agy) = —Azy.
Then operators L, and L, have the following forms
T
— -
Liu=—-u"+qxu,x€ (0, 2),
(D14 — A12)u(0) + Azuu’(0) = 0,0/ (g) =0;

L,v=—-v"+qx)v,x € (O, %)

(A14 - AlZ)V(O) + A24V’(0) =0,v (g) =0.
If spectrum of the operator L is known, then by Lemma 4.2 spectra of the operators L; and Lo,

considered on the segment [0, g], are known. Then, by the Borg theorem, the operator L is defined

uniquely on the interval [0, g], and due to the evenness and periodicity of the functions q(x), on the whole
interval [0, ir].
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MOTEHIUAJBI CAMMETPUSIBI, AJI INEKAPAJIBIK IIIAPTTAPBI AYKbIPAMAWTBIH
HTYPM-JINYBNJIJI OIIEPATOPBIHBIH KEPI ECEBI TYPAJIBI

AHHOTauusA. byn eHOeKkTe MOTeHIMAlbl CHMMETPHSUIBIL,HAKTBI opi Y3iKCi3, aja MIeKapalblK IMapTTapbl
axpipamaitTeia L TypM-JInyBrul onepaTopbiH Oip CHEKTP apKbUIbl aHBIKTayFa 00JaThIHBI KOpPCeTUIAl. 3epTTey dici
OYPBIHFBI OMICTEPIiH eHIOipiHe YKCaMaiIbl, KOHE OJ1 OIEPATOPIBIH iIIKI CHMMETPUSACHIHA HETi3AeIreH, al O e3
Ke3eriHjie MHBapUaHTThl KEHICTIKTEPIH CaJllaphbl.

Tyiiin cesmep: Ilrypm-JInyBwminig oneparopsi, crektp, lltypm-JlnmyBwminin xepi ecebi, boprreig
TeopeMachl, AMOapIyMsHHBIH TeopeMachl, JIEBUHCOHHBIH TeOpeMachl, aXKbIPAMAKMTBIH IIEKapalbIK IIapTTap,
CUMMETPHSITBI TOTEHIINAT, HHBAPUAHTTHI KEHICTIKTEP.
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OBPATHASA 3AJAYA OIIEPATOPA IITYPMA-JINYBUJLJISI C HEPA3JIEJIEHHBIMU KPAEBBIMH
YCJIOBUSMHA U CUMMETPUYHBIM IOTEHIIUAJIOM

AnHotanus. B maHHOW pabore JOKa3zaHa TeopeMma EIMHCTBCHHOCTH IO OJHOMY CIIEKTPY JJIS OmepaTopa
[typma-JInyBUILIS ¢ Hepa3IeIeHHBIMI KPAaeBBIMHU yYCIOBHSMH W BEIICCTBEHHBIM HEIIPEPHIBHBIM M CUMMETPUIHBIM
MOTEHIAIOM. MeTOo HCCIeNOBaHUS OTIMYAeTCS OT BCEX W3BECTHBHIX METOAOB M OCHOBaH Ha BHYTPEHHIOIO
CHMMETPHIO OTIEPaTopa, MOPOKICHHOTO HHBAPUAHTHBIMA TOAIPOCTPAHCTBAMH.
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HIERARCY OF WDVV ASSOCIATIVITY EQUATIONS
FOR n=3 AND N =2 CASE WHEN V, =0 WITH NEW SYSTEM aq,.b,,c,

Abstract. We investigate solutions of Witten-Dijkgraaf-E.Verlinde-H.Verlinde (WDVV) equations. The article
discusses nonlinear equations of the third order for a function f = f(x,t)) of two independent variables x,t. The
equations of associativity reduce to the nonlinear equations of the third order for a function f = f(x,t)) when
prepotential F dependet of the metric 1. In this work we consider the WDVV equation for n = 3 case with an
antidiagonal metric 1. The solution of some cases of hierarchy equations of associativity illustrated. Lax pairs for the
system of three equations, that contains the equation of associativity are written to find the hierarchy of associativity
equation. Using the compatibility condition are found the relations between the matrices U, V,, V;. The elements of
matrix V, are found with the expression of z; and independent and dependent variables for the matrix V,. Also
solving elements of matrix V, expressed through y;; and independent and dependent variables for the matrix V;. We
accepted that elements of matrix V are zero. In the physical setting the solutions of WDVYV describe moduli space of
topological conformal field theories [1, 2]. Let us introduce new variables a, b, c. In the above variables the nonlinear
equations of the third order for a function f = f(x,t)) we rewritten as a new system of three equations. Expressed are
variables a, ,b; ,c, of three equations are written with the help of matrix elements z; ,yj;.

Key words: equations of Witten-Dijkgraaf-E.Verlinde-H.Verlinde, the equations of associativity, nonlinear
equations of the third order, antidiagonal metric, the Lax pair, the compatibility condition, independent elements,
dependent variables, system with equations.

Introduction. The WDVV equations, in general, have the following form [1, 2, 3]:

o°F , OF o°Fr _, OF
—— = — . , Vi, j,k,re{l,..n},
ot'ot’ot” g ot'ot ot ot’'ot*or” g ot'ot'ot” / { j

where I is a prepotential, 77 is a metric. The coordinates ¢ " can be linearly rearranged so that the metric,
17, is antidiagonal [1], i.e.

0 0 1

n=[0 1 0|

1 00

In this work we consider the WDVV equation for 7 = 3 case with an antidiagonal metric n [2]. In

this case, two types of dependence of the function F on the fixed variable ¢ " were found by Dubrovin [2,
3, 4] which are

F=%(t1)zt3+%tl(t2)2+f(t2,t3) (1)
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and
F= é(tl)S +HPP + £(,1).

For these cases the equations of associativity reduce to the following two nonlinear equations of the

. . . . _ 2 .,_ 3
third order for a function f = f(x,?)) of two independent variables (X =1, =1"):

fm = f xit - fxxxf xtt (2)

fxxxfm - f;cxtfxtt - 19
correspondingly.

The function F in equation (1) has the form from the law of multiplication in the three-dimensional
algebra A, with the basis e; = 1, e, ,e; [3]. Every basis is a complete uniformly minimal system [2].
In this work, we consider the solution (1). Let us introduce new variables a,b, ¢ as follows [2, 3]:

xxx b_f;cxt9 c= xtt*®

In the above variables the equation (2) can be rewritten as a system of three equations as follows:

and

a:

a = b,
b, = c, &)
¢, = (b*—ac)..
The Lax pair for the system (3) is given by [§]
Y= AUV,
¥ o= Y, @
where U is given by
0O 1 O
U=|b a
c b 0
and V' is given by
0 0 1
V= c b 0}
(b*-ac) ¢ 0
The compatibility condition for the system (4) is given by
u, =7,
[U,y] = o.

In the following sections we work with the new system (3).

Methods. The solution to a hierarchy for N =1 case corresponds to the system of equations (3).
Hierarchy for N = 2 case when V, # 0 is given in the work [2]
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In this section we consider a hierarchy for N = 2 case when Vo =0 and the following system

a = &b, +¢&F,
b = ¢gc +¢&H,, &)
¢, = ¢g(b’°—ac), +¢G..

The Lax representation of the above system is same as before in the work [13].
In particular, for N = 2 case when Vo =0 we have

Y. = AUY,

¥ = (N, +AV)Y =1¥
The compatibility condition of (4) is given by
AU, =V +[U,V]=0.

The compatibility condition of the Lax representation is given by the system

vl = o, ©)
u o= v, (7)
v, = [un] ®)
Statement of problem. We first consider the second equation of the system and let V1 to be given by
Yo Yoo i
N=1DYa Yo Vul
YVair Vo Vs

From the above system it follows that ), 5, V35 Vs3, V33 are constants w.r.t. X . Writing a system

with equations for @, ,b[ ,C, only yields

a, = Vo
S VS ©)
by = Y.
C, = Wiy

Now we equate similar terms in the systems (5) and (9), i.e. we have a system

a, = Yy, =&b +eF,
bt = y21x = glcx + €2Hx’
(10)
b, = yy.=éec,teH,,
_ _ 2
ct - y31x - 81 (b - ac)x + 82Gx'

Scheme of the method and reduction to equivalent problem. From the above system (10) we find
the following
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YV, = &b+é&F,
Yy, = &Ct&H,
Yy, = &c+é&H,
vy, = &b’ -ac)+e,G.

Thus the matrix V; has the form

Y Yi2 Yi3
V, = gc+e,H eb+e,F vy, | (11)
g’ —ac)+e&,G esc+eH y,
Now we solve the equation (6). Denote V2 as follows:
Zn Zin 43
Vi=lzy 2z 2y
231 Z; 233

Plugging U , V, into (6) we obtain the following relations:

Zys T Zips
Zn T 4
Z3 T Zn
Hence, we are left with the equations
z,, = bz, +cz,,
z,, = z,+az,+bz;,
z,, = cz, +(b*—ac)z,.

Thus the matrix V2 has the form

21 Zyy Zy3
V,= bz, +cz,; z,+az,+bz, z,|
2
cz, +(b" —ac)z, bz, +cz,; z,

Hence, only Zz,,,Z,,Z,5 are independent elements of V2 , and the other elements can be written in

terms of them.
Now let us find the elements of V1 in (11). To do so we use the equation (8). First we evaluate

[U, 1]
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We have elementwise yields the following system:
11: z, =¢gc+¢&,H-by, —cy;,

120 z,, =eb+&,F -y, —ay, —bys,

130 z5, = Vo = Vi2s

21: bz, +bz,, +c,z,5 +czp5, = by, +alec+e,H)+(g,(b° —ac)+¢e,G)—b(e,b+e,F)—cy,;,
220 zy,ta,zy +az,, bz +bzy, =by, —byy,

230z, =byy tayy, vy — (60 +6,F),

31: ¢z, +cz,, + (b7 —ac), z,; + (b —ac)z,, = cy,, — Vi3,

32: bz, +bzy, +c.z,;+cz;, =y, +b(eb+e,F)—(g,(b* —ac)+e,G)—a(e,c+e,H)—by,,,
33: z,=cy;; +by, —(sc+&,H).

Now let us express &£,C + 6‘2H, 81b + 6‘2F , V)3 in the element 11, 12, 13 of the above system.

sct+eH =z, +by, +oys,
eb+teF = z, +y,tay,+by;,
Yoz = Zizy T n

Now let us express &, (b2 —ac)+ &,G in the element 21 and substitute the values for &,¢+&,H ,
eb+é&,F, y,,

g (b*> —ac)+&,G=b_z, +bz, +c.z,+2cz, —az,, +bz, +(b>—ac)y,+cy,
Now let us express J;; in the element 23 and substitute the values for b+ &,F, ),,
V33 =2z, —az, + yy
Hence, dependent elements of Vl are given by:
2 2

§(0° —ac)+&,G=b.z), + bz, +¢,2;5 + 2z, —az,, + bz, +(b" —ac)y; + oy,
gc+&,H =1z, +by, +cy;,
eb+e,F =z, +y, +ay, +by;,
Va3 = Zi3e T V12s

Vi3 =22, —az;;, + Y.

(12)

Now let us rewrite the element 22 by substituting the values for ),;. So we have
z,, +2bz, +az,+az, +bz,=0
Now let us rewrite the element 31 by substituting the values for )55 . So we have
c.z,, +3czy,, +(b* —ac), z, + (b —2ac)z,, =0

Now let us rewrite the element 32 by substituting the values for 81b + €2F , & (b2 —ac)+ &G,
gc+é&H, y;,. Sowe have
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2b z,+4bz, +2c z;+@Bc—ab)z,;, =0

Now let us rewrite the element 33 by substituting the values for ),,, &€ + EZH

2z, —bz;;, =0
Also, the independent variables Z,,, Z,,,Z;5 of the matrix V2 have to satisfy the following system of
equations:
z,, +2bz, +az,+az, +bz, = 0,
2 2 —
c.z,, +3cz, +(b"—ac) z,+(b"-2ac)z,, = O, (13)

2b z, +4bz, +2c.z,+Bc—ab)z, = O,
2lex _bZBx - O

From the above system (13) it follows that

. :( 4a b—2ab, jz +( 4bb_ —2ac, jZ (14)
B Bac—a*h-10b> )7 \Bac—a*b—-100> )"

¢, b>-2ac 4ab-2ab,
Ziax Zyp

X

B _3c 3c .3ac—a2b—10b2

(15)
b* —2ac  4bb, —2ac, (b* —ac),
+ - : 2 2 Zl3
3c 3ac—a"b—-10b 3c
Results. Using necessary terms in the system (12) in (10), we obtain
a.z
a, = XTBX"' a.y, +b.ys,
b, = bxzzl3x +b. v, +¢, 05, (16)
ab )
ct = bxeIZ +3ble2x +cxle3 +(axb+3cx - 2X )Zl3x _alelx +(b _ac)xyIS +cxy12
Weplug Z,,,,2,,523, in(13), (15), (14) into (16) and obtain the following equation
_ (_2bq -aab, 2bab, —aac,
_ [_2bab, —al 2bb; —abc,
(B e o T U
_ be, Sabcgb,—4bab, +2abb’ —3a’ch +2b’cd +12bcqce, —6ache,
Ct - bxx + 2 2 12 (17)
c 3acé —a’bc—10hc
+ e b.(b* —ao), N 6abch —4b’b: +2abb.c, —3a’che, +2b'cab, +12bche, —abcqe, —6acd
" c N 3acé —a’bc—10hc .

+ (0" —ad, ys+ey,
Conclusion. The solution to a hierarchy for N = 2 case when system is given by (5) corresponds to

the system of equations (17).
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So, we considered of some cases of hierarchy of WDVYV associativity equations. Lax pairs for the
system of three equations, that contained the equation of associativity written to find the hierarchy of
associativity equation. Using the compatibility condition are found the relations between the matrices U,
V>, Vi. Thus, we obtained the elements of the matrices V,, V; for case N = 2 when V=0 and the above
system a;, b,, ¢;. It was found, that only z,, ,zy, ,z;3 are independent elements of V,, and the other elements

can be written in terms of them. From the above system it follows that Y, V5,V 35)035)33 are

constants w.r.t. X . It is found, that y,;, y1», yi3 are independent elements of V;, and the other elements can
be written in terms of them and z,y, 7,5, z;3. Expressed are variables a,,b,c; of three equations are written
with the help of matrix elements z;;,y;.
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HEPAPXUSI YPABHEHUI ACCOUUATUBHOCTH WDVV
IS CIOIYUYAA n=3 U N=21IPHU V,=0 C HOBOU CUCTEMOMU q, b,, ¢,

AnHoTauus. B nanHoit crarbe uccnemyrorcs ypaBuenust Burrena-J{umxkrpada-E.Bepnunne-I'.Bepnunae (BIBB).
B paborte oOcCyxnaroTcs HeNUHEWHBIE YpaBHEHHS TpeThero mopsaka s ¢yHkuun f = f(x,t) IByX He3aBUCHMBIX
MIEPEMEHHBIX X,t. YpaBHEHHS aCCOLMATUBHOCTH CBOAATCS K HEJIMHEHHBIM ypaBHEHHSIM TPEThEro mopsiaka st Gyaknuu f =
f(x,t), xorna norenuunan ¢pynkuu F cBsizan ¢ meTpukoi 1. B aToit pabote paccmarpuBaercs ypasueHne WDVV s cyydas
n =3 ¢ aHTUAMArOHAJILHON METPHUKOH 1. ONKMCaHO pelIeHne HEKOTOPhIX CIIy4aeB HepapXruu ypaBHEHUH acCOLMATHBHOCTH.
JIns HaXOKACHMS MePapXUH YPaBHEHUH acCOIMATUBHOCTH OBbLIN 3amucanbl mapbl JIakca Ui CHCTEMBI U3 TpeX ypaBHEHHH,
KOTOpasi COJEPXHUT ypaBHEHHMs accouuatuBHOCTH. C NpPUMEHEHHUEM YCIIOBHSI COBMECTHOCTH HAaWJEHbI COOTHOLICHUS
mexay marpunamu U, V,, V). BbUIM BBIYMCIIEHBI 3JIEMEHTBHI MATPULLI V), BHIPAKEHHBIE YEPE3 Zj, HE3aBHCHMBIE U
3aBUCHMBIC IIEPEMEHHBIE MAaTpHIbl V,. Takxe ObUIM HalJEHBI >JIEMEHTHI MATPULBI Vi, BEIPAXKEHHBIE YEpe3 i ,
HE3aBUCHMBIC U 3aBHCUMBbIE TIEpEMEHHbIE MATpHIbI V. JleMeHThl MaTpullbl Vo paBHbl 0. B (u3ndeckoM mpuioxxeHuu
pellieHre ypaBHEHHsI accoluaTUBHOCTH WDVV onuchIBaeT HpOCTPAHCTBO MOAYJIEH TOIMOJIIOTHYECKUX KOH(OPMHBIX
Teopuil mojst. BBeneHsI HOBBIE TEpeMEHHEIE a, b, . B HOBBIX IIepeMeHHBIX HEJIMHEHHBIC YPaBHEHHS TPETHETO TOPSAAKA AT
¢ysxuun f = f(x,t) 3anucaHbl yepe3 HOBYIO cUCTEMY TPEX ypaBHEHUil. BrlpakeHHbIE IepeMeHHbIE a;, b, C; CUCTEMBbI U3
TpeX ypaBHEHMII ObUIH 3aIIMCAaHbl YEPE3 MATPHYHBIC JIEMEHTHI Zj, Yij.

KarwoueBble ciaoBa: ypasHeHus Burrena-Jwxrpada-E.Bepnunne-I".Bepiunnge, ypaBHEHHS acCOLUATUBHOCTH,
HEJIMHEWHBbIE ypaBHEHUs TPEThEro MOpsAKa, AHTHAMAroHalbHAs METpHKa, mnapbl Jlakca, YCJIOBHE COBMECTHOCTH,
HE3aBUCHMBIE 3JIEMEHThI, 3aBUCUMbIE IIEPEMEHHbIE, CHCTEMA C YPABHEHHUSIMHU.

YIAK 517.9: 515.16
MPHTH 27.31.21
A.A. KanbipanoBa

JL.H.I'ymunes atbinaarsl Eypa3ust yITTBIK YHUBEPCUTETIHIH
JKaJITIbI )KOHE TEOPHSUIBbIK (hu3uKa Kadenpacsl, Acrana, Kazakcran

n =3 JKOHE N =2 )KAFJANJIAPBI YIIIH EHTI3TI3VITEH )KAHA KYWE a,, b,, ¢, Vo= 0 BOJIFAHJIAFBI
WDVV ACCOIMATUBTIJIIK TEHJAEYIHIH UEPAPXUSACBHI

AnHotanus. bepinren wmakanaga Burren — Humxxrpad - E.Bepmunne - I'.Bepaunpe (B/IBB) tenueynepi
3eprreneai. by skymbicTa X, t Toyenci3 aiiHbIManbuiapbiHaH TYpathiH f = f(X,t) QyHKUMACH YIIIiH YIIHIII PETTi ChI3BIKTHI
eMec TeHJeyJep TalKblaaHajasl. Toyeinci3 X, t aliHpiManbuiapbiHad TypaTblH f = f(X,t) QyHKIUsICH yIIiH yuIiHmN perTi
CBI3BIKTHI €MeC TeHjaeyJiep F moTeHuuanbsl 1 METpUKAachIMEH OaiaHbicThl OonFanaa kenripineni. COHbIMEH KaTtap
acCOLMATUBTINIK TEHAEYJIep HUEepapXUsChIHBIH OipHelle HIemiMAepl CUMaTTanaabl. ACCOLMATHUBTLIIK TEHIEYJEpiHiH
HepapxusiChlH Taly MakcaThIHIa acCCOIMATUBTUIIK TEHICYJICPIHEH KypajFaH TeHueysep jKyheci yuriH Jlakc xymnrapsl
xas3buiabl. ColKecTiK WApTHIHBIH KojidaHy apkeuiel U, V,, V| MaTpuianapbl apachlHIarbl KaThIHACTAP AHBIKTAIIBL. Zij
apKBUTBl OPHEKTENTeH V, MATPHIACBHIHBIH 3JIEMEHTTEpi MeH V, MaTPUIIACHIHBIH TOYEIIi JKOHE Toyelci3 alHBIMaIbLIaphl
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€CEeNTeNiHi. Y apKbUIbI OPHEKTENreH V| MAaTPULACHIHBIH JJEMEHTTEPI MEH V| MaTPULACHIHBIH TOyelli XOHE TOyelci3
afHBIMaNbUIapsl TaObuIAEL. COHBIMEH KaTap V, MAaTPHIACBIHBIH AJIEMEHTTEpPl HONre TEeH MAeN anblHAbl. DH3MKambIK
Konpanbutyna WDVV  acconmaTuBTINIK TeHAEYiHIH IIENIiMi OpiCTiH TOMOJNOTHAIBIK KOHGOPMABIK TEOPUSCHIHBIH
MOy IbJICPiHiH KEHICTIriH cunartaiasl. XKana aliHpiManbiiap enrizinred. JKana aiiusivansiiapaa f = f(x,t) QyHkuuscer
YIUIIH YLIHII PeTTi CHI3BIKTBI €Mec TeHAEYJIep JKaHa >KYHe apKbUIbl ska3bliraH. TeHaeynep sKyHeciHeH TypaTbiH a, by,
afHBIMANBLIAPHI Z;j, Y;; MATPULIAIIBIK €JIEMEHTTEP] apKbIIbl ©DHEKTEIM Ka3blUIIbL.

Tyiiin ce3nep: Burren-Aumxrpad-E.Bepnunne-I'.Bepaunae Tenaeyiepi, accOUMaTUBTINIK TeHJCYl, YIIIHII peTTi
CBI3BIKTHI €MeC TeHACYIIep, aHTHAHATOHATh METPHKa, JIakc >KymnTapsl, YHIECIMIUTIIK MIapTl, TOYENCi3 SIeMeHTTep, TOyel i
alfHBIMaJIbLIAP, TEHICYJIEp KYHeci.
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THE EVOLUTION OF DARK MATTER AND THE FORMATION
BASIC THEORY OF STRUCTURAL GROWTH
OF THE STANDARD UNIVERSE MODEL

Abstract. The formation and evolution of dark matter and galaxies is one of the basic topics in cosmological
research. This thesis uses numerical simulation to study the evolution of the universe under the cold dark matter
model. The first chapter introduces the relevant background, including the theory of cosmology and structure
formation, the evolution of dark matter levels and the physical processes of galaxy formation, and the numerical
simulation tools we use: N-body simulation and semi-analytical galaxies formation models.The second part solves
the local cavity crisis by using high-precision numerical simulation combined with semi-analytical model. The local
void is considered to be the crisis of the standard cosmological model because the density of the galaxies is too low,
and some of the predecessors believe that such low density cannot exist in the cosmic structure predicted by standard
cosmology. We look for a system similar to the local space in the numerical simulation of standard cosmology, and
then look for a structure similar to the local void to verify whether the local void exists in standard cosmology. Our
work found that 77 similar local space systems can be found in the simulation, with a 14% chance of finding local
voids nearby, indicating that local voids can exist entirely in the cold dark matter model. The reason for the
extremely low density of local hollow galaxies is that it is mainly due to the low density of dark matter halos, and the
influence of the environment on the formation of galaxies also reduces the number of galaxies by 25%.

Key words:Standard cosmological model, dark matter halo, local cavity crisis.

1. Basic theory of structural growth of the Universe

Since the universe is expanding, the universe must be smaller than it is in the past, and it will continue
to go back to the past. The universe collapsed into a state of extremely high density and extremely high
temperature. The current structure is formed by the "big bang" and subsequent surges. Hubble's Law
finally introduces the now widely accepted "Big Bang" universe model. At the beginning of the “Big
Bang”, most astronomers considered it a joke, but since 1964, the discovery of microwave background
radiation [1] has made the “Big Bang” cosmological model gradually mainstream.

From the theoretical point of view, the same expanded universe. In 1917, Einstein used the general
theory of relativity to study the universe and found that the universe was not static, so he introduced
cosmological constants to try to keep the universe stable. Subsequently, in 1922, Friedman combined the
Robertson-Walker metric [2] to obtain the Friedman equation: assuming that the universe is
homogeneously isotropic, then Robertson-Walker can be used at any point in the universe. Gauge
representation
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ds® = (cdl)2 —-a’ (t){1 ih;;z +r? (de +sin’0d ¢’ )} (D)

Where ¢ is the speed of light, it can also be written as 1, (r, @, ¢) is the spatial co-polar polar
system, ? is the time, a(¢) is the scale factor, today is equal to 1, k is a constant, only the three values

1,0,1 represent the open, flat, and closed Universe. Using this metric, the Einstein field equation can be
reduced to the Friedman equation:

i=-2 2% a0 +20) + [ L nac?], @
3 c 3
a? = —@az _ ke [%Aa%z], 3)

Here G is the gravitational constant, p is the average density of the universe, and A is the
cosmological constant. Define the basic parameters: Hubble constant H =d/a, cosmic density

Q, =87Gp/3H’ and cosmological constant density Q, = Ac*/3H’, and assume that the cosmic

2
curvature density is _=—k/ (aH ) . This formulacan be simplified to:
Q +Q,+Q, =1 “)

This formula simply gives the three energies in the universe: the relationship between matter,
curvature, and dark energy. Q Q Q, ,represent the average material density, cosmological

constant density and curvature density of the current universe. Then the variation of the density of the
universe with the scale factor is Q =Q  /da’, Q, = Q,, and Q, = Q,, /a’. Moreover, the

m,0> A,0°

m,0

relationship between the redshift and expansion factors of cosmology is:

R (I

5
a) A ©)
Then, Equation 4 can be written as:
H : z 3 2
H(2 )= Q,,(1+z)+9Q,01+z)+Q,, (6)
0
Where Q , Q, ,, H, are the three basic cosmological constants. The curvature of the universe

Q), is confirmed to be very close to k ~ 0 [3]. Cosmological constants can be measured by supernovae,

large-scale structures, and microwave background radiation, as shown in Figure 1. As can be seen from
the figure, the observations show that our universe is a flat, dark energy-dominated, constantly expanding
universe. The latest PLANCK (Planck Collaboration et al., 2013) of the microwave background survey is

given by the satellite: 4, =67.3+1.2 km/s/ Mpc, Q =0.315£0.017, Q, =0.685, o, =0.828.

After knowing the three cosmological constants, you can integrate the backtracking time for a given
redshift according to Equation 6:
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1 ¢ d
t, -t =— z 7
0 z H 5 3
00 Q0 (1+2) + Q1 + 2)
or use a scale factor to represent:
1 ada
ty t, =— ®)

4
Ho a(z) \/Qm’oa + QA,Oa

when Z = 0O, the result is the age of the universe.
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Figure 1 - CMB, supernova, and large galaxies are observed for Q m.o and Q Ao 4]

Existing observations and theories all herald a flat, accelerated expansion universe. According to the
study of the structure of the universe, our universe is dominated by cold dark matter. This flat
cosmological model dominated by cold and dark matter is what we usually call the standard cosmological
model. The standard cosmological model can explain many of the major observations today, such as the
large-scale distribution of galaxies [5], and the baryonic oscillations [6]. The small-scale clustering model
of the cold-dark matter prophecy is also consistent with the observations, so the standard cosmological
model is widely accepted. Our next work is carried out under the framework of standard cosmology. As
observations and theoretical results advance, some observations seem to be unexplained using standard
cosmological models, such as loss of satellite galaxies [7], density contours at dark centers [8]. . Some of
these problems can be explained by galaxies forming models, and some may require new physical
processes or alter the nature of dark matter. Looking forward to more deeper and broader observations in
the future, it may bring us conceptual changes.
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2. Basic properties of dark matter halo

The dark matter halo is the cornerstone of the cosmic structure. It is a system of Vary equilibrium,
often defined as the area where the average density is 200 times the critical density of the universe. Of
course there are other definitions of density, and we will not explain them one by one here. A very
important parameter of dark matter halos is its mass distribution. From theoretical and numerical
simulations, it is found that the density profile of dark matter conforms to the NFW profile:

plr) _ 5, o
yo (r/rs)(l+r/rs)2

Here r, is the characteristic scale of the dark matter halo, o, is the feature density, and

P... =3H /87G is the critical density of the universe. From the center to the edge of the dark matter

. . . -1 -3 ~ . .
halo, the density profile is excessive from # to ¥, and pocr ™ at r, . This density profile has been

confirmed by many numerical simulations [9].
Through the density profile, you can define the compaction coefficient of the dark matter halo:

c =nlr, (10)

where 7, is the radius of the dark matter halo. In this paper, the radius of the dark matter halo is

generally 7, , that is, when the density of the region is 200 times the critical density of the universe. The

radius. The compacting factor is an important feature of the dark matter halo. It gives the degree of
convergence of the material distribution in the dark matter halo. The larger the compacting factor, the
darker material halo density distribution to the center, and vice versa. High-precision numerical
simulations show that the compaction factor depends on the mass of the dark matter halo. For a given
mass, the compaction factor depends on the formation time of the dark halo. The density profile of the
dark matter halo determines its rotational velocity profile. After introducing the compaction factor,
Navarro et al. (1997) also gave a rotational velocity profile at the NFW density profile:

CX
|:I/C(]/):|2_lln(l+cx)_l+cx (11)

Voo X ln(l+c)—%

C

Here V), is the rotational speed at dark matter halo r,,, x = r/R,,. When x ~ 2.16/c, the

rotation speed reaches the maximum V  :

{Vm T _0216c )
Vo ln(1+c)—L

1+c

Therefore, the clamping factor can also be solved with V

max

1V -
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Figure 2 - Convergence tree of dark matter halos, you can see the structure of the dark halo after the combination

3. Dispels the Local Cavity Crisis of the Standard Cosmological Model
The neighboring galaxy survey found a hole around the cluster of galaxies, which does not contain

galaxies, accounting for about 1/3 of the volume of the local space (1Mpc < D < 8Mpc around the Milky

Way). As the performance of the telescope increases, we can observe darker galaxies, and the samples are
more complete, but with integrated optics and HI surveys, local voids still contain few galaxies [10].

Peebles and Nusser published an article in the American Journal of Nature in 2012 [11] claiming that
the extremely low density of local voids cannot exist in standard cosmological theory. They combined the
neighboring galaxy's catalogues at the time and found that there were 562 galaxies in the local space, and
only three galaxies were in the local voids. However, in dark matter simulations, the dark matter halo
density in the cavity is 1/10 of the average density [12]. Combined with the HOD model [13], the
luminosity function of the galaxy is monotonically related to the mass function of the dark matter halo.
Peebles and Nusser believe that the standard cosmological numerical simulation predicts that there should
be about 19 galaxies in the local cavity (562 x 1/10 x 1/ 3), 6 times higher than observation. Therefore,
they believe that the extremely low density in the local void reality is a threat to the theory of the
formation of cold dark matter structure. Maybe dark matter can't be cold, or you need to modify the
intervention of gravitational theory to get this very low density cavity.

This view is limited by two factors. First, they only used a numerical simulation [14]. The scale of
this simulation is not large. Using only one model to study local voids will make the results have large
deviations and lose statistical significance. More numerical simulations are needed to statistically analyze
the dark matter density in the cavity. Second, this work assumes that the HOD method applies the same
law to dark matter halos in different environments. The effect of assembly bias is not considered. Dark
matter halos, especially small mass dark halos, can be significantly different in different environments
[15]. The galaxies in the local voids are very dark, and there are dark halos in the small mass, so the
influence of the aggregation bias is large. Galaxies form a process of aggregation that depends on the dark
matter halos of their host. So whether the HOD is directly used with a small mass of dark halo is still
unknown.

— g2 ——
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Paper [16] used another method to detect whether the low density of local voids is consistent with
standard cosmology. They also believe that local voids are a crisis. They assume that there are HI galaxies

that can be observed in the dark halo with a wraparound speed greater than 25km - s They found that the
number density of this dark halo in the cavity is an order of magnitude higher than the number density of
the observed dwarf galaxies. But the correctness of their hypothesis remains to be discussed.

As mentioned earlier, the physical processes formed by galaxies and the evolution of dark matter
halos are not exactly the same, and the dependence on the environment is not exactly the same. The above
two work on local voids did not take this difference into account. In this paper, we use Millennium
Simulation II [17], a large-scale high-precision simulation, combined with the formation of a semi-
analytical model of the galaxy. The following question: Can the current understanding of standard
cosmology and galaxies physics explain the existence of local voids; or whether new physical processes
need to be invoked to explain observations.

4. Local voids in observations

The projected distribution of neighboring galaxies given in the work of [18] (Fig. 3). They used the
neighboring galaxy catalog of Karachentsev [19] (K04) to select more accurately 337 galaxies from SDSS
[20] and HIParkes All Sky Survey (HIPASS) [21], 172 and 53 galaxies were selected as supplements. It
can be seen that about 1/3 of the area in the projection of the left figure in Figure 3 is a void with obvious
boundaries, including only three galaxies.

Figure 3 - Local space galaxy projections in Peebles and Nusser work. Each symbol in the figure is a neighboring galaxies within
IMpc < D < 8Mpc around the Milky Way, and the left and right figures are the two projection directions in the super-galaxies

coordinate system. The black dots in the picture are from K04, the red triangles are from the Sloan Digital Sky Survey, and the
blue squares are from the HIPASS Sky Survey. Lines of the same color correspond to the coverage angles of these surveys

With the increase of observation accuracy, the observation samples of local space have been more
complete in recent years. Karachentsev published the latest Neighbor Galaxy catalogue, newly added
optical bands for the latest observations and HL surveyed galaxies, including SDSS [20] and HIPASS [21]
data. The new catalogue measures the distance and luminosity of the galaxy more accurately; and removes
some illuminating objects that are not galaxies. In this catalogue, the completeness of a galaxy with a

m, < 17.5, such as a star, is 70%—80%. In the new catalogue, within the range of 1Mpc < D < 8Mpc
from the Milky Way, there are 486 galaxies that are brighter thanm, < 17.5, adding more than a

hundred galaxies to K04. Peebles and Nusser also added SDSS and HIPASS galaxies to their work, but
the distance measurements they added to the galaxy were not accurate, and some illuminating objects were
misjudged as galaxies in the HIPASS patrol. So some of the galaxies they use don't exist in the latest
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catalogs we use, and there are many galaxies that change position on the projected map. We use the new
star catalog to make the same projection of the neighboring galaxies in Figure 4. We only painted galaxies
that are brighter than m, < 17.5and 1Mpc < D < 8Mpc from the Milky Way. Comparing Figure 4

with Figure 3, it can be seen that some of the galaxies in Figure 3 disappeared in Figure 4, and the three
empty galaxies on the SGZ-SGX projection in Peebles work "disappear” in our diagram (Figure 4 in the
blue dotted circle), one of the three missing galaxies is projected elsewhere, two galaxies that are judged
to be false are not included in the new catalog, and some are scattered in the void projected in Figure 4 on.

T S ——— T T S——— T
- -
st + - st + 1
- 4 S .
. - . .
- . .
’r' o " . "'.’
Ty | . . s - 8w " Ty . - " 5 Y % l1
= i | Lo d SR be = . 4 BRI SR X T
— ok "atw t 4 *a . . — Nk . g T Y ay im: 3 Y
N Al W e . et " ee ;s‘l N = ,‘ *"® % i ol P LN Rl
1 . . 4 ana, . e " . AL L . “ 1
[k;)l \ L - . . 1t,f:; o " - . -
F " . - - g g b, i
. . LI - < B - - .
.' : . " ¢ acg . - ’ -. - ., ': - T
. . . . e *, . . w
* " S . & . . . z ; .s ,'
5 . . - 51 & .. -
. . . . . . .
- . ™ Y . .
. . ; ., .
i -.f LT o - e . . p -
1 e 1 cacil 1 1 . 1 il 1
] 0 S -5 0 o
SGX (Mpc) SGY (Mpc)

Figure 4 - Projection distribution of neighboring galaxies brighter than ,;, < 17.5 in the nearest Galaxy K13 from the Milky
Way 1Mpc < D < 8Mpc . The left and right images are the projection directions in the two superclustered cluster coordinate

systems. The red cross represents a galaxy that exists in a three-dimensional local void. The blue dotted circle gives the location
of the three empty galaxies given in the Peebles and Nusser articles. But in the new catalog, the three galaxies “disappeared”
because of the more accurate calculation of the distance

The size of the local hole depends on its definition. In the work of Peebles and Nusser, the volume of
the cavity is calculated to be 1/3 of the total volume. It is worth noting that they are calculated from
projections, and such voids are not real. In order to more accurately assess the degree of voiding in a local
void, it is necessary to calculate the volume of the void in three dimensions. We use a cleaner and more
accurate K13 to calculate the 3D volume of the local void, so that the resulting void is more realistic.

Because the local void is fan-shaped and has dense boundaries on the projected image, we suspect
that the local void is similar to a cone in three dimensions. When determining local voids, we use a cone
scan. Specifically, all of the neighboring galaxies are in a spherical shell ofl Mpc < R < 8 Mpc, and

the center of the sphere is the Milky Way. We will have a cone representing the cavity, and the apex of the
cone is the Milky Way. The orientation of the cone is determined by adjusting the orientation of the cone
along the ¢ and 0 of the spherical coordinates and calculating the number of galaxies falling into the cone.
Because the void usually consists of a distinct boundary, the density of the star coefficients in the cone at
the hole will plummet, so the shortest position we find is the local void. After finding the hole location, we
experimented with different cone deflection angles and calculated the number of galaxies in the cavity to
test the size of the hole. By this method, we get a cavity size of about & solid angle, which is 1/4 of the
total volume, and contains three galaxies. These three galaxies are marked with a red cross in Figure 4.

5. Comparing simulated voids and observational voids

The actual hole size and star coefficient density are determined. Next, numerical simulations are
needed to find out whether such holes exist in the numerical simulation of standard cosmology. First look
for similar spaces in standard cosmological simulations based on the observed local space. The

— 84 ——




ISSN 1991-346X 5.2019

characteristics of the local space in the observation are: 1) The local galaxies in the observation contain a
pair of giant galaxies: the Milky Way and M31, which are 0.77 Mpc apart; 2) The Milky Way is a spiral

galaxy with a mass of 6.4x10"" M [22]; 3) The host dark halo mass of M31 is slightly smaller than that
of the Milky Way host, but the mass of the star is larger, with (10—15)>< 10° M - [23]; 4) local galaxies

There are no large clusters of galaxies in the surroundingl0Mpc. In order to make the comparison

between simulation and observation more authentic, we use the following constraints to find the local
space from the numerical simulation.

First, we select galaxies like the Milky Way from the simulated star catalogues by stellar mass and
morphology. The specific conditions are as follows: 1) The candidate galaxies must be disc-dominant, the

nuclear sphere mass ratio is lower than M, , /M, < 0.5;2) the mass is similar to that of the Milky Way,

ulge
54x10°M < M, < 7.4x10°°M, . Then we find a system similar to the local galaxies from the

candidate simulated galactic system by M31. The specific conditions are as follows: 3) Within 1Mpc
around the candidate of the galactic system, at least one galaxies have a mass of

0.5xM,, < M, < 2xM,,, between. Because the Milky Way and M31 are the brightest galaxies in the
galaxies, we require: 4) There are no galaxies in the 1Mpc space around the Milky Way that are twice as
large as the Milky Way. Finally, because the nearest Virgo Cluster of Galaxy is about 12.8 Mpc around
the Milky Way, we require: 5) There is no dark halo in the 10 Mpc around the simulated Milky Way with

a mass greater than 10" M . to ensure that the local space in the simulation is also in a real situation. The

same relatively isolated environment. Under these conditions, we have a total of 77 systems similar to
local space in the MS-II numerical simulation.

Before finding a hole in a numerical simulation, in order to determine that our numerical simulation is
believable, it is necessary to check whether the photometric function in our simulated local space is
comparable to the observation. We use the distance to the Milky Way to calculate the visual star of the
galaxy in the simulation. The black line gives the count of the galaxies in the observation K13, and the
error bar is the Poisson error. The solid red line gives the median of 77 simulated local spaces and the
dashed line is the 1 standard deviation range. It is clear that the star coefficient density of the simulated
star catalog we used is very consistent with the observations. Note that in the figure, we have not corrected
the completeness. In the observation, the completeness of the K13 galaxies is 70—90% at the apparent star

m, = 17.5. Therefore, the number of galaxies in the observation is evenly distributed at the dark end,

while the number of galaxies in the simulation is continuously increasing at the dark end. We expect that
higher-resolution observations in the future should complement more dark galaxies.

We use the method of finding local voids as described above to find holes in the simulated local
space. We use a cone of the same size as the observed local hole, ie the solid angle is @ scanned in the
simulated local cavity, the position with the lowest density is defined as the void, and the number of empty

galaxies is recorded N Here, as with observations, the statistics are all galaxies that are brighter than

void *
m, < 17.5. In our simulation, the shortest local void contains only one galaxy, even more empty than

the local void in the observation. Considering the Poisson error, we have a sample with a number of empty
galaxies less than 5 that are similar to local voids. Then, among our 77 simulated local spaces, there are
local holes in 11 systems with a probability of 14%. Explain that the degree of voiding of local voids in
the observation is not special.

A projection of the local void in the simulation is given in Figure 5. The figure shows the local space
where the number of six empty galaxies is less than 5. Each figure shows all the galaxies in the
IMpc < D < 8Mpc space around the simulated Milky Way, and the red cross represents the actual

hollow galaxies (in three dimensions, not in the projected image that looks like voids). The local space of
these simulations looks very similar to the actual observed local space (Figure 4).
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Figure 5 - Local voids in the simulation. Each black dot in the figure represents a galaxy, and all galaxies are brighter
than mB< 17.5, within 1Mpc < D < 8Mpc of the simulated Milky Way. The red cross indicates the galaxy in the cavity

6. Summary

We use large-scale, high-precision dark matter numerical simulations of MSII,add the latest semi-
analytical galaxy formation model [24], to study darker galaxies in local space. We focus on the problem
of the degree of voiding in local voids. Prior to this, the local void problem was thought to be considered a
threat to the theory of standard cosmological structure formation [25].

We use the latest star catalogue of neighboring galaxies [26] to recalculate the density of galaxies in
local voids in 3D space. The star catalog we used and the star-to-surface ratio used by [25] added a large
number of new galaxies and made more accurate measurements of distance. This catalogue has a

completeness of 70—80% at a star level of m, = 17.5. We use a cone to simulate the shape of a three-

dimensional cavity, use a three-dimensional cone scan to find a three-dimensional local cavity in a new
star table, and then adjust the size of the cone to measure the volume of the cavity. We found that the local
void in the observations accounted for approximately 1/4 of the local space and contained three galaxies.
We use the same approach in the simulated local space for systems of the same size and similar cavities.
We found that 14% of the simulated local space contains structures similar in size and hole to local voids.
These simulated local voids are not only similar in number to galaxies, but their projections are also very
similar to the observed local voids. This shows that local voids are not a threat to standard cosmological
theory, but exist in the predictions of standard cosmology. In other words, local voids are the success of
standard cosmology.

In the local voids we simulated, the low density of galaxies was mainly due to the low density of dark
matter halos in the voids. At the same time, the environmental convergence caused by the dark matter halo
during the formation process will affect the formation process of the cavity galaxies, resulting in a 25%
lower mass function of the galaxies in the same mass dark matter halo.

The work was carried out within the framework of Project No. AP05134454 "Evolution of the
perturbations in the density of dark matter in a very early Universe", financed by the JSC "National Center
for Space Research and Technology", Aerospace Committee of the MDALI of the Republic of Kazakhstan.

Author express their gratitude to professorYougang Wang from National Astronomical Observatories
of Chinese Academy of Sciences for the problem forwarding and the permanent supporting for its solving.
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. KaiipaTKbI3bl
On-dapaduateingarsl KazYV, «B.I'. decenkoBarsinaarbl Acrpodusrka MHCTUTYTBY,

«¥NITTBHIK FApBIIITHIK 3€PTTEYJIEP MEH TEXHOJIOTUSIIAP OpTajbiFbl »AK,
Kazakcran Pecniyoimnkacst MMAMU asporapbllThIK KOMUTETI

KAPAHTI'BI MATEPUSAHBIH 3BOJTIONUACHI )KOHE CTAHJAPTTBI
OJIEMIIK MOJEJIBAIH K¥PbIJIBIM/IBIK OCYIHIH HEI'I3I'T TEOPUACHI

AnHotanusi. Kapanrpl MaTepusMeH rajakTHKaIapAblH Iaiaa OoJybl )KOHE HBOJIOLUSICH — KOCMOJIOTHSIIBIK
3epTTeyJiepJeri HEeTi3ri TaKbIphINTapaelH Oipi. By Makamama KapaHFbl MaTepUSHBIH CYBIK MOJEIl OOWBIHIIA
FaJlaMHBIH DBOJIIOLMSACHIH 3€pPTTEY YILIIH CaHIBIK MOJEJbJEY KOJIJAaHbLIabl. BipiHIi OemiMae KOCMOJOTHS MEH
KYPBUIBIMHBIH ~ KaJIBIITACy TCOPHSACHI, KapaHFBl MaTepus JCHTCHiHIH SBOJIONUACHI JKOHE TallaKTUKAHBIH
KaJIBIITACYBIHBIH (DH3UKAIBIK TMPOIECTEpPi, COHMal-aK 0i3 KOJIaHATHIH CaHIBIK Kypainap: N-IeHeHI MOJICIbacy
JKOHE KapThUTal aHATUTUKAJIBIK TaJaKTHKAIAPIBIH KAJBINTACY TEOPUSUIAPHI CHAKTHI THICTI MAIIMETTEp KENTIPiiTreH.

Exinmi OemiM >KapTeUIail aHATHTHUKAIBIK MOJIEIEMEH OipIKTIpUITeH XOFaphl MONIIKTI CaHIBIK MOJEIBACYi
KOJITaHy apKbUIBI KEPTUTIKTI KYBICTBIH NaFJapbIChIH memreri. JKeprimikTi 60C OpbIH CTaHAAPTTH KOCMOIOTHSIIBIK
MOJIENB/IIH IaFJapbIChl 1N CaHaNaIbl, OUTKEHI TalaKTUKaJapAbIH THIFBI3IBIFEl THIM TOMEH, al Keibip OomkaMmmap
MYH/Iali TOMEH TBIFBI3/IBIK CTAHIAPTThI KOCMOJIOTHS TYXKbIPIMJAMACHIH/IA FAPBIIITHIK KYPbUIbIMIA 00Ja anMaijbl
en caHanIbl.

bi3 craHmapTTBl KOCMOJIOTHSIHBI CAaHABIK MOJEIBICYE KEPTrUTiKTI KeHICTIKKe YKcac JKyHeHi i3merMi3, comaH
KEWiH CTaHIapTThl KOCMOJIOTHSIA MKEPTUTIKTI KYyBICTBIH Oap->KOFBIH TEKCEpy VIIH KEPriulikTi KybICKa YKCac
KYPBUIBIMIBI 1371eiiMi3. Bi3miH >kyMbIchIMBI3Aa 77 yKcac >KEPriliKTI FapbIITBHIK KyHenepli Mouenbjae Tadyra
OONaTBIHIBIFBL, JKepriTiKTi 00c xepnepain 14% MyMKiHAiri 6ap eKeHAIri aHbIKTaIIbI, OyJ1 XKeprilikTi 60c opbIHIap
TOJNIBIFBIMEH CYBIK Kapa MaTepus MOJCIIHAC oMip CYpe alaThIHIBIFBIH KepceTeni. JKeprimKTi KybIc rajJaKTHKaiap-
JIBIH 6T€ TOMCH THIFBI3JIBIFBIHBIH ce0e0i, Oy HeTi31HEH KapaHFbl MaTepUsIap TaTOCHIHBIH THIFBI3IBIFBIHBIH TOMEHIIT]
MeH OaifJIaHBICTHI KOHE TAIaKTUKATAPABIH Takaa O0TybsIHA KOPIIaFaH OpTaHBIH dcepi Jie TalaKTHKaap caHbH 25%
TOMEHIETE].

Tyiiin ce3aep: CTaHAAPTTH KOCMOJIOTHSIIBIK MOJIEITb, Kapa MAaTepalI/Ibl Tajl0, KybICTBIH KEPIiTiKTi JaF1apbIChHI.

. KaiipaTKbI3bI

Kazaxckuit HaunoHanbHbIH yHUBEpcHTET UM. AJb-Dapadu, «B.I". deceHKoBCKHiA
actpodusmueckuii ”HCTUTYTY, AO «HalmOHANBHBIHA IEHTP KOCMUYECKUX UCCIICIOBAHUN M TEXHOIOTHID»,
Anpokocmuyeckuii komuteT MJIAU PecryOnmkn Kazaxcran

3BOJIIOIUA TEMHOM MATEPUHA U ®OPMUPOBAHUE BA30BOI TEOPUU
CTPYKTYPHOI'O POCTA CTAHJIAPTHOM MOJIEJIU BCEJIEHHON

AnHoranusa. ©opMupoBaHue U BOJIIOLUS TEMHOW MAaT€pUU U TaJlaKTUK SIBJISETCS OAHOM U3 OCHOBHBIX TEM B
KOCMOJIOTMYECKHX UCCIEN0BAaHUAX. DTOT TE€3UC UCHOIb3YET YHCICHHOE MOJAEIMPOBAHUE Ml U3YUYEHHS SBOJIIOLUN
Bcenennoii B paMkax MOJIENN XOJIOTHOW TEMHOW MaTepud. B mepBoif yacTu mpeacTaBiIeH COOTBETCTBYIONIHHA (OH,
BKJIIOYasi TEOPUIO KOCMOJIOTHH U ()OPMHUPOBAHHS CTPYKTYPBI, 3BOJIIOIMIO YPOBHEH TEMHOW MaTepHH U (HU3HMUECKHE
MpOLeCcChl 00pa30BaHMs TANTAKTHK, a TAKKE HHCTPYMEHTHI YUCICHHOTO MOJEINPOBAHUS, KOTOPHIE MBI UCIIOIb3yEM:
MoJenrpoBanne N-Tell U MoJTyaHaTUTHYECKHe MOJEIH (OPMUPOBaHHS rajJakTUK. BTopas 4acTh pelraeT JIOKaIbHbINA
KPHU3HUC TOJIOCTH C TIOMOLIBIO BBICOKOTOYHOI'O YHCIIEHHOTO MOJEIMPOBAHMSA B COYETAHHUHU C IOJyaHATHTHYECKON
Mojenbo. JIokanpHas MycTOTa CYMTAeTcs KPHU3HCOM CTaHAApPTHOW KOCMOJIOTHYECKON MojenH, MOTOMY 4YTO
IJIOTHOCTD TaJIaKTUK CJIMIIKOM Majia, 1 HCKOTOPBIC MPCAUNICCTBCHHUKN CUHUTAIOT, YTO TaKasd HU3Kasd IJIOTHOCTbH HE
MOXET CYIIECTBOBaTh B KOCMHUYECKOW CTPYKTYype, MNpPE/ICKa3blBAEMOW CTAaHAAPTHOM KocMojorued. Mbl uiem
cUCTeMY, MOJJOOHYIO JIOKAIBbHOMY ITPOCTPAHCTBY, B YMCIEHHOM MOJICIIMPOBAHUN CTaHAAPTHON KOCMOJIOTHH, a 3aT€M
UIEM CTPYKTYpPY, MOJOOHYIO JIOKaJBHOM ITyCTOTE, YTOOBI NPOBEPUTH, CYLIECTBYET JIM JIOKaJbHAs IycTOTa B
CTaHAapTHOM KocMmosorud. Hamra paboTa mokasasia, YTo B CUMYJIILMHM MOXKHO HaWTH 77 MOZOOHBIX JIOKAJIBHBIX
KOCMHUYECKHX chcTeM ¢ 14% -HOM BEpOSTHOCTBHIO HaXOXIEHHS JIOKAIBHBIX IYCTOT MOOJIM30CTH, YTO yKa3bIBaeT Ha
TO, 4TO JIOKAJbHBIE ITyCTOTHI MOTYT CYIIECTBOBAThH MOJHOCTBIO B MOJAEIH XOJIOAHOM TeMHON MaTtepuu. Ilpnumna
Ype3BbIYaiHO HU3KOW IUIOTHOCTH JIOKAJIBHBIX ITOJIBIX TaJIAKTUK 3aKJIIOYAETCA B TOM, YTO 3TO MPOMCXOJUT IIIaBHBIM
00pa3oM M3-3a HHM3KOH IUIOTHOCTH Taj0 TEMHOW MaTepuy, a BIHMAHHE OKpPY)KaloIleH cpeasl Ha oOpa3oBaHHE
TaJJaKTUK TaKXKE YMEHbIIAET KOJIMUECTBO IaJakTHK Ha 25%.

KnroueBble ciioBa: cTaHIapTHas KOCMOJIOTMYECKAash MOJEb, rajlo TEMHOM MAaTepHH, JOKAIbHBIA KpPU3HC
IIOJIOCTH.
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DIRICHLET PROBLEM IN A CYLINDRICAL AREA FOR ONE CLASS
OF MULTIDIMENSIONAL ELLIPTIC-PARABOLIC EQUATIONS

Abstract. Boundary-value problems for degenerate elliptic-parabolic equations on the plane are studied quite
well ([1]). The correctness of the Dirichlet problem for degenerate multidimensional elliptic-parabolic equations with
degeneration of type and order was established in [3]. In the work for multidimensional elliptic-parabolic equations
with degeneration of type and order, the solvability is shown and an explicit form of the classical solution of the
Dirichlet problem is obtained.

Keywords: solvability, mixed problem, multidimensional elliptic-parabolic equations, Bessel function.

Problem statement and result
Let Q , — the cylindrical area of the Euclidean space of E, ., points (%) yees X

m?>

t) bounded by a
cylinder I'={(x,7):|x|=1}, planes t = >0 and = <0,where |x|— is the length of a vector
X=(X. X, ).

Denote by Q_and Q sparts Q  — of the area and T, ,I", — through parts of the surface I', lying in
the half-spaces ¢ >0 and # <0, o, —the upper and & , — lowerbase area Q .

Let S— further the common part of the borders of the areas €2 and Q s representing the
{t=0,0<x|<1} setinkE, .

In the area Q , , we consider degenerate multidimensional hyperbolic-parabolic equations

p(OA u—p,(Hu, + iai (x,0)u, +b(x,t)u, +c(x,t)u=0,¢>0,
0= i=1 !
gOAu—u, +>d (x,0)u, +e(x,t)u,t<0,
’ (1)
where p,(£)>0 at t>0,p (0)=0,p.(t) e C([0,a])g (£)>0 at <0, and may vanish when =0,

g(t) € C[B,0]), a A, — Laplace operator with variables x, ..., X;,, m = 2.

In the future, it is convenient for us to move from the Cartesian coordinates xj, ..., X;,,t  to spherical
7,601, ..,0m_1,t,7200<6,,_,<2m 0<6;<mi=12,...,m—2, 6 =(64,...,0m_1).

Problem 1 (Dirichlet). Find a solution to the equation (1) in the area of Q3 , atz # 0, from the class

C' (ﬁaﬂ yNC*(Q, uQ 4 ), satisfying boundary conditions
ul, =0,(r0), ul. =y, (1.0), )
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uly =y, (6,0), ul, =,(t,0).
wherein ¢,(1,0) =y, (a,0),y,(0,0) =y,(0,0),y,(5,0) = ¢,(1,0).

{Yn km (9)}- system of linearly independent spherical functions of order n,

(3)

Let
1<k<k,(m-2)nlk =(m+m-3)!2n+m-2),W}(S),l=0,1,...-  Sobolev space.
Takes place ([4]).

Lemma 1. Let f(7,0) € W/(S).1f [ = m —1, that row

F0) =33 [V (0). @

n=0 k=1
as well as series derived from it by order differentiation p <[ —m + 1, converge absolutely and evenly.

Lemma 2. Inorder to f(r,8) € W) (), it is necessary and sufficient that the coefficients of the

series (4) satisfy the inequalities.
2
fn"(r)‘ <c,, c,c, =const.

‘fo‘(r)‘ﬁcl,ilin”

n=1 k=1

Through di’; (r,t), dk(r,t), ek (r,1), d~f (1), pr, 0k (r), @k (r),wf (¢),wk (t), denote the
functions d (r,0,t)p(0), diﬁp,
r

coefficients of the series (4), respectively

e(r,0,t)p,d(r,0,t)p, p(0),i=1,...m,p(r,0),0,(r,0),y (t,0),y,(t,0),
p(0)e C*(H), H-unit sphere in E .
t W00 PUOD SO0 vy e c@,).d (0.0,

AR AR A
o(r,0,0) eW)(€y),i =1,...,m, I 2m+1,c(r,0,0) <O,Y(r,0,1) €Q_,e(r,0,t) €2,

and

Then fair
Theorem.

If @ (I’,Q), o, (I’,@) S VVz’ (S), 78 (t, (9) S VVZP (Fa),Wz (t,@) S VVZI (Fﬁ),l > 377}1, then problem

1 is solvable.

Proof of the theorem. First, let us rock the solvability of problem (1), (3). In spherical coordinates of

equation (1) in the area {2 5 has the appearance

Lu=g (), + ", —L sy, + 3 (0,00, +e(r, 0,00 =0, )
r i=1 '
m- 1 o . 0 ) )
o=- sin"/-! ,g,=1,g. =(smm6..sinf ), j>1.
2 s 000 O g8 e = a)'od
O consists of own numbers

It is known [4] that the spectrum of the operator
ﬁn =n(n+m—2),n=0,1,... each of which corresponds kn orthonormal functions Yn lfm (0)

The desired solution to problem 1 in the field €2 5 We will look in the form
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u(r,0,t) = zzm(r HY* (6), ©)

n=0 k=1
where u*(7,t) - functions to be defined.

Substituting (6) B (5), then multiplying the resulting expression by 0(€) # 0, and integrating over
a single sphere H, for #* will get [5-7]

g(t)pouoln + pO Olt + Zd )MOr +
+zz{g(t)p unrr + p untt in (7)
n=1 k=1
pk m ~
+ef -4, g () + 2 (d) —nd})]uf} =
r i=1
Now consider the infinite system of differential equations
g(t)p(l)l/_l()lrr-i_po ott+—g(t)p0 or = ’ (8)
_ m — 1 _ A _
g(t)p1 1rr_p1kull;+r—g(t)p1kull;_r_;g(t)p1ku1k:
— - (X dir, s &, n =1k = T (9)
1 =

g (pliy, - plicy + Mg (1 plirs - Zeg (1) p i) -

1 m o - m ~ o

k {Z dil;—]unk—lr + [enk—l + Z (di];—2 - (n - l)dm 1 ]unk—l}’
k=1 i=1 i=1

k=1,k . n=2,3,... (10)

Summing up the equation (8) from 1 before kl, and the equation (9)- from 1 before kn, and then
adding the resulting expressions together with (7), come to the equation (6).

It follows that if {ﬁnk},k =1, k,,,n =0,L,.... system solution (7)-(9), then it is a solution to the
equation (6).
It is easy to see that each equation of system (7) - (9) can be represented as

g0, + " -2 - = T ), (11)

where fnk (7,1) are determined from the previous equations of this system, while fol (r,t)=0.
Further, from the boundary condition (3), by virtue of (6), we will have

uy(r,f)=),(r), uf(L,t)y=y; (1), k=Lk,n=0,1,.. (12)
In (11), (12) replacing lgnk(’” D =u;(r, t)_l//fn(t)a will get

g0, + "5 -2 -

= fx(r,1), (13)

nrr
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Sx(r,p) =0t (r), $5(1,t)=0, k=1k  n=0,1,...

A,8(t)

frr )= frrt) +yh + Ve (r) =@k (r) =yt ().

2
(1=m)

(14)

Replacing the variable GE(r,t)=r 2 3(r,0) samauy (13), (14) we will lead to the following

problem

L8: = g%, + 2280 - % = [ (),
r

G(r. ) =7, (r), (L1)=0, 9 (L1)=0,

Z7 = [(m - 1)(3 ; M) - 42{’7] 4 ‘;;’Ik (r’t) = r@f;k (r’ t)’

3 (1)
@y, (r)=r > @, (r).

The solution of the problem (15), (16) is sought in the form
G (r,t) =8 (r,t)+ 9 (r,1),
where @* (7,t) the solution of the problem

L, =1 (r0),
% (r.)=0, % (1) =0,
where ¥ (7,1) the solution of the problem
L =0,
&, (1, )= ¢,,(r)0, 8, (1,5) =0,
The solution to the above problems, we consider in the form

9 () =Y R (T (1),

at the same time let

Fr(rt) = za (OR(7), @, (r) = ZbR (r).

Substituting (22) into (18), (19), taking into account (23), we obtain

Rm,+ﬂ’”Rs+,u R =0,0<r<l,

rz s,no s
R()=0,|R (0)\ < o0,
T,—u,, g (t)=-al (1), p<t<0,
T.(B)=0.

A limited solution to problem (24), (25) is ([8])

92 ——

(15)
(16)

(17)

(18)
19)

(20)
21)

(22)

(23)

(24)
(25)
(26)
(27)
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R(r)=rJ (1,1, (28)
where  v="F=2) A, - zeros of the Bessel function of the first kind J (2), 4= 422,.
The solution to ﬁroblem (26), (27) is
T () = (exp(-2, [ g(O)dEN [ g (@) exp e, [g(E)dEIE). 09
Substituting (28) into (23) we get 0 t O
T = S (0, (), G () = ST (1, ), 0<r <1 Go)
Rows (30) - Foutier-Bessel serics expansions ([9]), if ;
@ (=21, (us,,i)]zjﬁ (&0, (1, E)E. (1)
b =200 DV [VER ) (), )

where 42§ =1,2,... - positive zeros of the Bessel function J, (z), located

in ascending order of magnitude.
Of (22), (28), (29) get the solution to the problem (18), (19)

H(rt) = i\/ﬁ;n 0, (1,,7); (33)

where a¥ (¢) determined from (31).
Next, substituting (22) B (20), (21), taking into account (23), will have

I;t _Iquzng(t)]: :09 ﬂ<t<0’]:'(ﬂ) :brl;’

which solution is

B
T (1) =btexp(u?, [ g(£)dE. (34)
From (28), (34) we get t
0 B
9 (r,0) = Y bir (expp2, [ (E)dE) (u,,1), (35)

where b* are from (32).

Therefore, first solving the problem (8), (12) (n=0), and then (9) ,(12) (n=1) etc. let's find everything
G5 (r,t) of (17), where ¥ (r,t) are determined from (33),(35).

So, in the area Da , takes place

[ p(6)LudH =0. (36)

Let f(r,0,t)=R(r)p(0)T(t), and R(r)eV,V, - tight in L,((0,1)),
p@)eC~(H)— tight in 8 L(H), T@t)eV,V,— tight in L ((S,0)). Then
f(r,0,)eV,V =V,®@ H®V, - tightin L,(£2,)[10].
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From here and from (36), it follows that

[ f(r,0.0)LudQ, =0
and

Lu=0, V(r,0,t)eQ,.
Thus, by solving the problem (1), (3) in the field 2 s is the function

ok, (1-m)
u(r,0,0)=2> Wi, +r >[40+, (01, 0), (37)
n=0 k=1
where @ (7,¢), 9% (r,t) are from (33), (35).
Given the formula ([9]):

2J.(z)=J, (2)—J,,,(2), ratings[11,4]

2 T 1
— — - — >
J,(2) cos(z v )+ 0( %), v2>0,

nz
i m -
k,|<enm?, %Yn’fm(ﬁ) ScznTH,j =1m-1/=0,1,..., (38)

as well as lemmas, restrictions on the coefficients of equation (1) and on given functions
o (r,0),0,(r,0), v, (t,0),y,(¢,0) can be shown that received solution (37) belongs to the class
C(Q,)NCHQ,).

u(r,0,0)=(r0) =3 3 2 (1Y" (8),

n=0 k=1 ’ (39)

o (2-m) B ¢ s
e (1) =y O+ 7 ([ a(E)exp i, [(E)dENAE + bl expe, [ 9 ENIEW (u,1)

3m
From (30) - (33), (35), and also from the lemmas, it follows that T(I’, 9) € W;l (S), [ > 7

Thus, taking into account the boundary conditions (2) and (39), we arrive at {2 5 to the Dirichlet
problem for an elliptic equation.

Lu=p®)Au+p,(u, + iai (r,0,0)u, +b(r,0,0u, +c(r,0,0)u=0, (40
i=1

with data

ul,=7(r,0), ul. =y, (t,0),u

o_a:§0l(7",9), (41)
having a solution ([12]).

Hence the solvability of the problem 1 is established.
The uniqueness of the solution to problem 1. First, we consider problem (1), (3) in the area {2 2

and prove its uniqueness of the solution. To do this, we first construct the solution of the first boundary
value problem for the equation

— g4 ——
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L9=g(t)A 9+ 8 -3 d 9. +d9=0, 5"
i=1
with data

ok,
9|, =2(r,0)2. Y. THNYE(O), I, =0, “2)

n=0 k=1
where d(x,t)=e— idix, , TF(r)eG,G - many functions 7(7) from the class

i=1

C([0,1)) m C'(0,1)). Lots of G tight everywhere in L, ((0,1)) [10]. The solution to the problem (5
*), (42) will be sought in the form (6), where the functions .9n"(r,t ) will be defined below. Then,

k. d* replaced

in%"in

similarly to item 2. functions gﬂ k (I’,t ) satisfy the system of equations (8)-(10), where d

F—dk ad ondr,i=1,..,mk=1k,n=0,1,...

in? in?

respectively by —d
Further, from the boundary condition (42), by virtue of (6), we obtain
95(r,0)=74(r), 3:(1,t)=0, k=1k ,n=0,1,.... (43)

As previously noted, each equation of system (8) - (10) is represented as (11). Problem (11), (43) we
will result in the following problem.

L8 = g8, + 281+ 8, = ]2 (), (15)
r
9+ (r,0) =75 (r), 9 (1,¢) =0, (44)

1) 8 =) _ (n-1)
Gi(r)y=r 2 9kr.0), fir.t)=r > fi(r1), r;(r)=r > 7} (r).
The solution to problem (15), (44) will be sought in the form (17), where $*(L,¢) - solution of the
problem for equation (18) with the data 3¢ (7,¢)

19k

1n

(r,0)=0, 8 (1,) =0, (45)
a - .92"n (7,1) solution of the problem for equation (20) with the condition
'92kn (F’O) = O’ '92](;1 (l’t) = O’ (46)

The solution of problems (18), (45) and (20), (46) respectively I have the form
e t t 3
G (r,0) = Y Nr(exp(+p2, [ g(E)dEN [ a (E)exp(u2, [ g(£)dENT (u,, 1),
s=1 0 0 0

where
N . n+(m-2)
= 2 )P N (1, S, v="D =
0
Thus, solving the problem (5 *), (42) in the form of a series
©  k, (1-m)
u(r,0,0=2 % r > [& 0+ r0lr},0),

n=0 k=1

built, which by virtue of estimates (38) belongs to the class C (f_l ﬁ) N C*(Q P ).
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As a result of integration by area €2 2 identity [13]
GLu —ul:9 =—-9P(u) +uP(%) - ud0,
where
P(u)=g(t)>u, cos(N*,x,), O =cos(N*,0) = d cos(N*, ),
i=1 i=1

but N - internal normal to the border OC2 2 according to the Green formula we get
[z(r,0)u(r,6,0)ds =0. (47)
S

Since the linear span of a system of functions {Z_'nk (}’)Yn /fm (9)} tight Lz(S ) ([10]), hen from (47)
we conclude that u(7,8,0) =0, V(r,0) € S.. So on the principle of extremum for a parabolic equation
$)[141u=08Q,.

Next, from the Hopf principle ([15]) u =0 Q

The theorem is proven completely.

e

VK 517.956
MPHTHU 27.31.15
C.A. Anpames, M.H. MaiikoToB

' AGait arpiarsr Kazak ¥YarTsik [Te1arorukaibik Yuusepcureri, Anmarel, Kazakcran
? AGaii arpiaarsl Kaszak ¥YarTsik [Tearornkanbik Yuusepcureri, Anmarel, Kazakcran

KOII-OJIIIEM/I 2JIJIMIITUKO-ITAPABOJIAJIBIK TEHJIEYJIEPIHIH
BIP KJIACBI BOUBIHINA HNUJINHAPJIK OBJBICBIHIA JUPUXJIE ECEBI

AnHoTanusi. JKa3bIKTBIKTaFbl 3JUTUIITHKO-IAPA0ONIMKANBIK TEHJAEYJIep YVIIIH IIeTTIK ecenTtep oTe >KaKChl
seprreared ([1]). Jupuxie eceOiHIH KOPPEKTUIrT Typi MEH PETTi ajbll TYPAThIH KON OJIIEeMIl 3JUIHIITHKO-
napabosanblK TeHAeyiep yiniH opHaThuirad [3]. Kem-emmmeM i 3/udnTHKO-IApabOIaibIK TCHISYICp YIIiH KYMBIC
iCTey Typi MEH PETTi ©3repTyMeH pYKCaT eTiIreH jkoHe [lupuxje eceOiH KIIACCHKANBIK IICHIYIiH alKbIH TYpi
aJIbIHFaH.

Tyiiin ce3mep: mIemimMaiNiri, apamac ecer, KeIl eJIIIeMJI 3JUIMITHKO-TIapadosanblK TeHaeynep, beccenb
(yHKIUSCEL.

YVIK 517.956
MPHTH 27.31.15
C.A. Anpames, M.H. MaiikoToB

Kazaxckuit Harmonanbshsiii Ilenarornyeckuii YauBepcuter numeHn Abas, Anmarsl, Kasaxcran

3ATAYA TUPUXJIE B IAWINHIPHYECKOM OBJIACTH JJI51 OJTHOT'O KJTACCA MHOTI'OMEPHBIX
VI TUKO-MIAPABOJIMYECKAX YPABHEHU

Annotanusi. Kpaesble 3a1aun 711 BBIPOXKIAIOIIMXCS 3JUIMIITHKO-TIapa0b0JIMIECKIX YPaBHEHUH Ha IUIOCKOCTH
noctatoyHo xopoiuo nzydensl ([1]). KoppekrHocTs 3amaun Jupuxie 1uist BBIPOKAEHHBIX MHOTOMEPHBIX JUIMITHKO-
mapaboIMYecKX YpaBHEHUH C BBIPOXKICHHEM THIIA W TOpsaka Oputa ycranoBieHa B [3]. B pabore mns
MHOTOMEPHBIX JUIMITUKO-NapaboIniecKuX YpaBHEHUH ¢ BBIPOXKICHHEM TUIIA U MOPSAKA MMOKa3aHa Pa3peliuMOCTb
Y TIOJTy4eH SIBHBII BUJ KJIACCHYECKOTO PelleHus 3axaun Jupuxie.

KnroueBble cJIoOBa: pa3peliMMOCTh, CMENIaHHAs 3ajadya, MHOTOMEpHbBIE OSJUIMNTHUKO-Tapaboinyeckue
ypaBHeHus1, pyHKIMs beccens.
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MODELING OF THE NORMAL
MAGNETIZATION CURVE OF FERROMAGNETIC

Abstract. The normal magnetization curve is used in technical calculations of magnetic circuits when it is
required to investigate (to model) nonlinear inductive elements. Modeling of the normal magnetization curve by the
use of an analytical function allows describing with a high precision a real magnetization curve along all
characteristic sections and defining the magnetization curve by the continuous function. This procedure allows
avoiding breaks and discontinuities of the extreme dependences obtained as a result of differentiation. There are a lot
of ways of approximating the table function by the analytical function which with a particular degree of accuracy
models an initial function at the given points. Modeling of the normal magnetization curve of the ferromagnetic is
done by using the arctangent function for approximation of the curve and the Matlab software. The arctangent
function is chosen because this function and its derivative are easily calculated and also because this function
describes the normal magnetization curve with an adequate accuracy. There are also the experimental data of
magnetic field induction dependence on magnetizing field intensity and the approximating magnetization curve. The
obtained diagrams show that the table function is approximated by the analytical function of arctangent which with a
sufficient accuracy models the table function at the given points.

Key words: ferromagnetic, magnetization curve, experimental data, approximation, arctangent function.

Introduction. Modeling of the normal magnetization curve of the ferromagnetic is done by using the
Matlab software [1-7]. The Matlab software is based not only on the best practices of development and
computer realization of numerical methods build up for the last three decades but also on all experience of
formation of mathematics throughout all history of mankind. About one million legally registered users
already apply this software. The top universities and scientific centers of the world willingly use it in their
scientific projects. It is important that the Matlab software can be integrated with such popular software as
Mathcad, Maple and Mathematica. Thus, the Matlab system can become the excellent assistant in
scientific research.

Unfortunately, the numerical calculations which are carried out by students often are done by means
of the calculator that is almost manually. Modern computers are frequently used only for presentation of
the work. Actually students should be able not only to solve these or other engineering problems, but also
do them by using modern methods, that is, using personal computers.

The use of the computer simulation allows: to individualize and differentiate tutoring process; to
exercise control with diagnostics of mistakes and with a feed-back; to carry out self-testing and self-
correction of educational activity; to avoid during indoor classes the laborious routine calculations due to
performing them by computers; to visualize an educational information; to simulate and imitate the
studied processes or phenomena; to carry out the virtual version of the real laboratory works and
experiments by simulating them on the computer; to develop imaginary and theoretical thinking; to
enhance learning motivation; to form the culture of cognitive activity, etc.
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In M.Auezov South Kazakhstan State University computers are used on Physics classes for the
following activities: statistical processing of results of a laboratory experiment and plotting the diagrams
of the studied relationship; demonstration and study of processes which for various reasons can't be
observed in reality.

Application of Matlab software on Physics classes allows simulating and researching various physical
processes, saves time for practical classes, promotes deeper understanding the phenomena, increases
interest in studying physics; develops creativity of students.

In our early works [8-28] we have shown the potentials of the Matlab software for modeling and
visualization of physical processes in mechanics, molecular physics, electromagnetism and quantum
physics.

The normal magnetization curve is used in technical calculations of magnetic circuits when it is
required to investigate (to model) nonlinear inductive elements. The normal magnetization curve is
presented by the diagram of the magnetic field induction versus magnetic field intensity or reverse
functional dependence H(B). The normal magnetization curve has three segments: the initial segment
corresponding to lower part of the curve, the second segment corresponding to the swift increase of the
induction and the third segment corresponding to the saturation of the steel core of the inductor.

As an example in the table we have given the data for the magnetization curve of the steel 2312.

Source: © simenergy.ru

Ne 1 2 3 4 5 6 7 8
H, A/m 0 68 76 86 96 140 190 240
B, T 0 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Ne 9 10 11 12 13 14 15 16 17
H, A/m 300 400 550 1000 1600 3400 7700 13400 19400
B, T 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9

There are many ways of approximation of table function by analytical function which with a
particular degree of accuracy models the initial function at the given points. These mathematical ways of
description of the table function are based on application of various mathematical functions. Modeling of
the normal magnetization curve by using analytic function allows with a high precision describing a real
magnetization curve along all characteristic segments, defining the magnetization curve by the continuous
function. This procedure allows avoiding breaks and discontinuities of the extreme dependences obtained
as a result of differentiation. In general, power functions are widely used since they allow carrying out
calculations of magnetic circuits with alternating magnetic fields. The accuracy of approximation of a real
curve by power polynomial is proportional to the determination number of its coefficients. Hyperbolic
sine and tangent at their expansion in a series turn into power polynomial. The results of approximation by
a hyperbolic sine and tangent are close to approximation by a power polynomial, and in many cases they
almost exactly coincide with data of natural experiments.

The arctangent function is widely used nowadays for approximation of the magnetization curve
because this function and its derivative are easily calculated and also because this function with an
adequate accuracy describes the normal magnetization curve.

Formulation of the problem. Let us consider the approximation of the normal magnetization curve
by the function containing arctangent and three adjustable coefficients

B(H):p]-arctg(p2-H)+p3-H

The unknown coefficients (p/, p2, p3) may be determined by using least square technique. According
to this technique the approximating function is determined as the minimum of the sum of squares of the
calculated approximating function deviation from experimental points. This criterion of the least square
technique is written as the following expression:

N N 5
252 =Z(p1-arctg(p2-Hi)+p3-Hi —Bl.) — min
i=1

i=1
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The necessary condition for existence of the function minimum is the equality to zero of its partial
derivatives with respect to unknown variables p/, p2 and p3. As a result we obtain the following system of
equations:

N N
;zy =0;>.2-(pl-arctg(p2-H,)+ p3-H, —Bl.)-arctg(lel.):O
P i=1 i=1
rl-H,

a N N
—367=0,)> 2-(pl- 2-H 3.H-B)—£-""i -9
5192; ; (pl-aretg(p2-1,)+ p3-H, - 5) I+ p;-H

aiié‘z :0;i2-(p1-arctg(p2-Hi)+p3-H,. —Bl.)-Hl. =0
P3 i=1 i=1

The solution of this system of nonlinear equations allows determining the coefficients of the
approximating function.

There is the listing of the program for approximation at small magnitudes of the magnetizing field:

>> H=[0 68 76 86 96 140 190 240]; % in A/m

>> B=[00.4050.60.70.8091];%inT

>> plot(H,B,'0")

>>orid on

>>p1=0.984;

>>p2=7.273*10."-3;

>>p3=1.935%10."-5;

>>hold on

>>B=p1*atan(p2*H)+p3*H;

>>plot(H,B,'-");

The result is presented in the fig.1

B=B(H)
1.4 T T T
| | | :
| | | O  experiment
12— ____ : ,,,,,,, 4‘ ,,,,,,, Jr _ aproxsimation |_|
| | | 1
| | | |
| | | |
1-------- - === == 4-- === - === =0
| | |
| | | O 1
| | | |
08F------- - == s & o - —
— | | | |
= | ol | |
o | | | |
06— ———— [ O A——————— - o — - —
| | | |
| | | |
| | | |
04F——————~— S e o= b= —
| | | |
{ | | |
| | | |
02L-—-——-_<__ - [ 1o Lo~ |
| | | |
| | | |
| | | |
o 1 1 1 1
0 50 100 150 200 250
H, A/m

Figure 1 - Approximation of the magnetization curve by arctangent function
at small magnitudes of the magnetizing field

The listing of the program for approximation at large magnitudes of the magnetizing field:
>> H=[300 400 550 1000 1600 3400 7700 13400 19400];% in A/m
>>B=[1.11.2131415161.71.819];%inT

>> plot(H,B,'0")

— 100 ——
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>> orid on

>>p1=0.984;
>>p2=7.273*%10."-3;
>>p3=1.935%10."-5;

>> hold on

>> B=p1*atan(p2*H)+p3*H;

>> plot(H,B,'-");

The result is presented in the fig.2

1.9 -

18f -

170~

experiment
aprocsimation

160 ---

- - 1L ___L__

B, Tl

1.5 S

14 -

I I R

l l
| |
12K ——d b
| |
| |
| |
| |

11

X 1(')4

Figure 2 - Approximation of the magnetization curve by arctangent function
at large magnitudes of the magnetizing field

This approximation is odd and may be applied for calculation of magnetic circuits with stationary as

well as with alternating fields.
The listing of the program for approximation at magnitudes of the magnetizing field from zero up to

7700 A/m:

>>H=[0 68 76 86 96 140 190 240 300 400 550 1000 1600 3400 77001];

>> B=[00405060.70.80911.112131.41.51.61.7];

>> plot(H,B,'0");

>> plot(H,B,'0");

>> orid on

>>p1=0.984;

>>p2=7.273*10.1-3;

>>p3=1.935%10."-5;

>>hold on

>>B=p1*atan(p2*H)+p3*H;

>>plot(H,B,'-");

The result is presented in the fig.3

— 101 =——
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Figure 3 - Approximation of the magnetization curve by arctangent function
at magnitudes of the magnetizing field from zero up to 7700 A/m

Conclusion: Modeling of the normal magnetization curve of the ferromagnetic is done by using the
arctangent function for approximation of the curve and the Matlab software. The arctangent function is
chosen because this function and its derivative are easily calculated and also because this function
describes the normal magnetization curve with an adequate accuracy. There are also the experimental data
of magnetic field induction dependence on magnetizing field intensity and the approximating
magnetization curve. The obtained diagrams show that the table function is approximated by the analytical
function of arctangent which with a sufficient accuracy models the table function at the given points.
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@OEPPOMATHETHUKTIH HEI'I3I'TI MATHUTTEJIY KUCBIFbBIH MO/IEJIIEY

AHHOTanusi. MarHuTTiK Ti30eKTep/i TEXHHUKAJBIK €CENTEeYIEp/e ChI3BIKTHIK €MEC MHAYKTHBTI JJIEMEHTTEP i
3epTTereHae (Moenaeyne) HeTi3ri MarHTTeNy KHUCHIFBl KOJIJaHBLIAIbL. MarHuTTenymiH HeTi3rl KHCHIFBIH
QHAINTHKAIBIK (YHKLHA KOMETiMeH MoJesbaey OapiblK CHUIATTaMAJIBIK OeiMIepe HAKThl MarHUTTENy KHUCHIFBIH
YKOFaphl TONIIKIICH CHITaTTayFa, JudQepeHnnaniay HOTIKeCiHAe maifaa O0maTelH SKCTPEMANIb! TOYCIAITIKTepAeT]
y3imictepai OONIBIPMAaNUTBIH Y3IIKCI3 (DYHKIMSIMEH MarHUTTENy KUCHIFBIH OpHATyFa MYMKIHIIK Oepeni. benrini 6ip
JIOIIIKIIEH OepisireH Hykrenepzeri Oacrankbl (YHKUHMSHBI MOJENBIACHTIH aHAINTHKAJIBIK (DYHKIMSIMEH KeCcTeliK
(GYHKIMSHBI KAKBIHIACTBHIPYIBIH KOINTereH oaictepi Oap. @DeppOMarHeTUKTIH HETri3ri MarHuTTeNlly KHCBIFBIH
MoJienbiey YiliH 013 Matlab skyiieciH yoHe MarHUTTeNy KHCBIK CHI3BIFBIH alllIPOKCUMALUsIIAY YIIiH, (YHKIUSHBIH
031 MEH OHBIH TYBIHJBICBIH €CENTey KapanaibIMJIbUIBIFbIHA, COHJAM-aK TKIPUOETIK MarHUTTENy KHCHIFBIH
JKETKUTIKTI TOJJIIKIICH CUITATTAThIHA OAIaHBICTBI, apKTaHTCHC (DYHKIWSICHIH TaHIAIbIK. HakTel (heppoMarHeTHk
YIIiH MarHUTTIK WHAYKUUSHBIH MAarHUTTEYII OpicTeH TOYENAIriHIH SKCIEPUMEHTTIK MAITIMETTepi MEH OJIap.IbIH
anMpOKCUMAIMsIaHFaH KHUCHIK KenripinreH. Kenripinren cyperTeH (kecte OOMBIHIIA) HYKTEIEPMEH OepiireH
(YHKIUSHBI )KETKUTIKTI TOJIIIKIIEH apKTaHTeHC (DYKIMSICBIMEH aNpOKCHMANMSIaHFaH, SSFHA 0acTankbl (pyHKITHSTHBI
MOJIETIBJICHTIH aPKTAHI€HC (QYKIUSICHI apPKbIIbI aJIbIHFAH MArHUTTEIY KUCBIFbI KOPCETLITEH.

Tyiiin ce3nep. PeppoMaHEeTHK, MATHUTTETY KUCHIFBI, TOKIPHOETiK OepiireHaep, anmpoKCUManus, apKTaHTeHC
(YHKIUACHL.
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MOJIEJIMPOBAHUE OCHOBHOI KPUBO HAMATHUUYEHUS ®EPPOMATHETUKOB

AnHoTanusi. OCHOBHas KpHUBas HAMarHWYMBAHUS HCHOJB3YETCS MPHU TEXHUYECKHX pacueTax MarHUTHBIX
nernei, xorna TpeOyercst uccieaoBarh (MOAEIMPOBATh) HEJIMHEHHbIE WHIYKTUBHBIE DJIEMEHTHL. MoJenupoBaHue
OCHOBHOW KpWBOW HaMarHWYMBaHUs C IIOMOINBIO AHAIUTHYECKOW (YHKIMU IT03BOJSIET C BBICOKOH TOYHOCTBIO
OMHUCaTh PeajbHYI KPUBYIO HAMArHUYMBAHMS HA BCEX XapaKTEPHBIX ydacTKaX, 3aJaTb KPUBYI0 HAMarHUYMBAaHUS
HenpepbIBHON (yHKIMEH, 4YTo Mo3BOJISIET H30eKaTh H3JIOMOB M Pa3pbIBOB IKCTPEMANIBHBIX 3aBUCHMOCTEH,
MOJy4aeMbIX B pesynbraTte auddepeHipoannsi. CymecTBYIOT MHOKECTBO CIIOCOOOB amlIIPOKCHMAITMH TaOINIHO
3aJJaHHON (YHKIUN aHAJUTUYCCKOH (YHKIHEH, KOoTopas C OIpeJeNiCHHON CTENeHbI0 TOYHOCTH MOJEIUPYET
UCXONHYI (YHKIMIO B 3aJaHHBIX ToYKax. J(mg MonenmupoBaHWs OCHOBHOW KpPHWBOH HaMarHUYWBaHUS
(deppomarneTka  HaMu BblOpaHa cucrema Matlab u  apkTaHreHcHas (QYHKIMs alpOKCHMAIUU KPUBOK
HaMarHMYMBAHUS W3-3a TIPOCTOTHI BRIYMCICHUH caMoi ()YHKIIMHU U €€ TIPOU3BOAHOM, a TaKKe TOCTATOYHON TOUHOCTH
0TOOpakeHHs] OPUTHHATFHON KPUBOW HaMarHUYMBaHU. [IpecTaBieHbl SKCIIepUMEHTAIbHbBIC JaHHBIC 3aBHCUMOCTH
HHAYKIUY MarHUTHOTO IO OT HamnpsyKeHHOCTH HaMarHWYMBAIOUIETO MOJS C  ANMpPOKCHUMAIMOHOW KPHBOMN
HaMmarHuuuBaHusl. M3 mpeicraBieHHOW KapTHHBI BHUIHO, YTO TAOJIMYHO 3ajaHHas (QYHKLIUS anlpOKCUMHUPYETCS
aQHAJIMTUYECKON (DyHKIMEW apKTaHTeHca, KOTOpas C JOCTaTOYHOW CTENEHbI0 TOYHOCTH MOJICIUPYET HCXOJIHYIO
(YHKIMIO B 33/IaHHBIX TOYKAX.

KiaoueBble cioBa. @DeppoMarHeTUKu, KpuBas  HaMarHUYMBaHMs, OKCIIEPUMEHTAIbHBIE  JaHHBIE,
anmpOKCUManus, (GyHKIHS apKTaHTeHCa.
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PERFORMANCE OF THE LABORATORY WORK
"OSCILLATIONS IN L-R-C SERIES CIRCUIT"
BY USING MATLAB SOFTWARE PACKAGE

Abstract. The article suggests the calculation and visualization of oscillations that occur in the L-R-C series
circuit. It contains the formulation of the problem, the physical analog and mathematical model of the process and
the Matlab software program codes describing the process. There are graphs of the current through the circuit versus
time, of the voltage across the inductor and across the resistor versus time. Because of the resistance the
electromagnetic energy in the circuit is dissipated and converted to internal energy of circuit materials. The article
also contains the assignments for students’ individual work which require them to make comparative conclusions
about various oscillations that occur when parameters of the circuit change.

Keywords. L-R-C series circuit, inductance, capacitor, resistor, power source, voltage, current.

Introduction

Nowadays all educational institutions of Kazakhstan are provided with computer hardware and
software, interactive boards and internet. Almost all teachers have completed language and computer
courses for professional development. Hence the educational institutions have all conditions for using
computer training programs and models for performing computer laboratory works. In recent years the
new computer system Matlab for performing mathematical and engineering calculations is widely used in
university and engineering researches throughout the world [1-7]. Unfortunately, the numerical
calculations which are carried out by students often are done by means of the calculator that is almost
manually. Modern computers are frequently used only for presentation of the work. Actually students
should be able not only to solve these or other engineering problems, but also do them by using modern
methods, that is, using personal computers.

Students of the physics specialties 5B060400 and 5B011000 successfully master the discipline
“Computer modeling of physical phenomena” which is the logical continuation of the disciplines
“Information technologies in teaching physics” and “Use of electronic textbooks in teaching physics”. The
aim of this discipline is to study and learn the MATLAB program language, acquaintance with its huge
opportunities for modeling and visualization of physical processes.

In our early works [8-28] we have shown the potentials of the Matlab software for modeling and
visualization of physical processes in mechanics, molecular physics, electromagnetism and quantum
physics where it have been used for solving the ordinary differential equations (ODE), for visualization of
the equipotential lines of the systems of charged conductors and of the motion of charged particles in
electric, magnetic and gravitational fields.

The present article is devoted to calculation and visualization of oscillations in the L-R-C series
circuit by using the MATLAB software.
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Formulation of the problem. The L-R-C circuit contains an inductor with inductance L, a capacitor
with capacitance C, a resistor with resistance R and a power source. Let's consider electromagnetic
processes that occur in the L-R-C series circuit.

Physical analog. Let's consider the L-R-C circuit with definite parameters (Fig. 1). The resistor has
only ohmic resistance, the inductor has only inductive resistance, the capacitor has only capacitive
resistance. The source generates a sinusoidal emf (electromotive force), the internal resistance of the
source is negligibly small compared with the circuit resistance. The circuit doesn't radiate.

Figure 1 - The diagram of the L-R-C circuit

Parameters of the modeling. The capacitance of the capacitor, the inductance of the inductor, the
ohmic resistance of the resistor, the amplitude and frequency of the source’s emf.

Mathematical model. According to Kirchhoff rules, the algebraic sum of voltage drops across all
elements of the circuit is equal to the source’s emf. Therefore, the mathematical model of the circuit is:

L£+Rl+ij.ldt=E,

dt C

L£+Rl+ij.ldt=Eocosa)t
dt C

To get rid of integration, we will differentiate the left-side and right-side of the above equation with

respect to time:

d?]  Rdl 1 w
—+—-——+—] = —E,—sinwt. 1
dt? + Ldt LC 0, 1

Here R is ohmic resistance of the resistor with SI unit Ohm (£2), L is the inductance of the inductor
with ST unit Henry (H), C is the capacitance of the capacitor with SI unit Farad (F), [ is the current through
the circuit with SI unit Ampere (4) and E = Eycosat is the source’s emf which as a function of time
changes with frequency @ and amplitude E,.

By changing variables

2
=z, ﬂzﬁzzp d—zjzﬁz—ﬁﬂ—il+Eogsina)t
dt dt dt dt Ldt LC L

We will reduce the equation (1) to the system of two differential equations of the first order
dz, dz, R 1

=z,, —=——zz——I+Eogsina)t 2)
dt dt L LC L

For calculation of the right-sides of the system of the differential equations (2) we create m-file titled
“contur.m”.

function dzdt=contur(t,z)

global RCLEOw

dzdt=[z(2); -R/L*z(2) — 1/(L*C)*z(1)+wE0*sin(w*t)/L];

In the command line we write the codes of the program Matlab

global RCLEOw

>>R=(.3;

>>L=1;
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>> (C=0.25;

>>z0=[1;0];

>>10=0;

>> w0=1/sqrt(L*C);

>> T=2*pi/w0);

>> E0=0;

>>w=1;

>> tmax=5*T;

>> dt=[t0 tmax];

>> [t z]=ode45(@contur,dt,z0);

>> subplot(3,1,1);

>> plot(t,z(:,1),'LineWidth',2);

>>title('current through the circuit','FontName','Arial Unicode MS'")
>>ylabel(‘ILA’, ‘FontName’, ‘Arial Unicode MS”)

>> orid on

>> subplot(3,1,2);

>> UL=z(:,2)*L,;

>> plot(t,UL,’LineWidth’,2)

>> title(‘Voltage across the inductor’, ‘FontName’,” Arial Unicode MS”)
>> ylabel(‘UL,B’, ‘FontName’, ‘Arial Unicode MS”)

>> xlabel(‘Bpems,c’, ‘FontName’,” Arial Unicode MS”)

>> orid on

>> subplot(3,1,3);

>> UC=z(:,1)*R;

>> plot(t,UC,’LineWidth’,2)

>> title(‘Voltage across the resistor,’ FontName’,” Arial Unicode MS”)
>> ylabel(‘UR,B’, ‘FontName’, ‘Arial Unicode MS”)

>> xlabel(‘Bpems,c’, ‘FontName’,” Arial Unicode MS”)

>> orid on

Results are presented in the fig.2

current through the circuit

__________ Fp—

I A
=

i
] 2 4 i 8 10 12 14 16
time, s
voltage across the inductor

UL, v

time, 5
voltage across the resistor

Figure 2 -The graphs of the current through the circuit and voltage across the inductor versus time;
the graph of the voltage across the resistor versus time
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At the ohmic resistance of the resistor of R = 0.3 (2 the oscillations are damping because of
conversion of electric energy to internal energy of the resistor. The voltage across the resistor is in phase
with the current in the resistor, while the voltage across the inductor leads the current by 90°.

Assignments for individual work:

1. Specify the value of ohmic resistance of the resistor to be R=0. Obtain the graphs and make a
conclusion about influence of resistance of the resistor on the nature of oscillations.

2. Increase the resistance of the resistor and make a conclusion about the degree of damping as a
function of the ohmic resistance.

3. Increase the magnitude of the inductance in the circuit by 4 times. How did the oscillation
frequency change? Conduct similar researches with the capacitance.

4. Specify the resistance of the resistor to be greater than its critical magnitude g =2./1/¢c and

observe the transformation of the damping process to aperiodic one.

5. Connect the circuit to the source (E, > 0). Observe transition processes in the circuit. By
gradually increasing the time of the experiment #,,,x, try to obtain the stationary oscillations.

6. By gradually changing the frequency @ of emf specify its magnitude to be equal to the natural
frequency of the circuitg, = 1/ JLC . Observe the increase in the amplitude of the oscillation (resonance).

Compare the magnitude of emf with the magnitude of the voltage amplitude across the inductor.
7. Draw the graph of the voltage across the capacitor. For this purpose make changes in the code of

the program. The voltage across the capacitor is defined by the expression U, = é j Idt -

8. Draw the graph of the magnetic field energy, produced by the current through the inductor

W = i LI?. Compare the frequencies of oscillations of the magnetic field energy and the voltage across

m

the inductor.

Conclusion: The calculation and visualization of oscillations that occur in the L-R-C series circuit
with definite parameters is performed using Matlab software. The article contains the formulation of the
problem, the physical analog and mathematical model of the process and the Matlab software program
codes describing the process. There are graphs of the current through the circuit versus time, of the voltage
across the inductor and across the resistor versus time. Because of the resistance the electromagnetic
energy in the circuit is dissipated and converted to internal energy of circuit materials. The article also
contains the assignments for students’ individual work which require them to make comparative
conclusions about various oscillations that occur when parameters of the circuit change.

K.A.Ka6w16elc031, X.K.Aﬁ[{anMal-[OBaz,
H.A.CannaxmeTOBl, B.1I. Keuenﬁaenl, E.B. Ucaen'

'M.Oye308 arsiHnarsl Orryctik Kasakcran Memyekertik yuuepeureri, Llbivkent, Kasakcran;
2OHTYCTiK Kasakcran MeMyIeKeTTiK negarorukanslk yansepeuteTi, LsivkenT, Kasakcran

«TEPBEJIMEJII KOHTYPJAYFBI TEPBEJICTEPAI CUITIATTAYYA» APHAJIFAH
KOMIIBIOTEPJIIK 3EPTXAHAJIBIK ’)K¥MBICTBI OPBIHJIAYIbI YUBIMIACTBIPY

AnHotanus. TepOenmerni KOHTypaarpl TepOemicTephi CHUIIATTayFa apHAJIFaH KOMIBIOTEPIIK 3EepPTXaHaJBIK
KYMBICTBI OpBIHIAYAbl YHBIMIACTBIPY YCHIHBUIAJIBI. MoceseHl TYXbIpbIMIay, KOHTYpJAa >KYPETiH MpoLecTepaiH
(u3MKaNbIK KOHE MaTeMaTHKaNbIK MoJenaepi, oiapasl Matlab skyiiecinie icke acklpaThlH Oarjgapiiama KOATaphbl
kenripired. KoOHTypaarbl TOKTBIH, WHIYKTUBTIK KaTYIIKaJarbl JKOHE PE3UCTOPIEri KepHey TYCYIHIH YaKbITKa
Toyenainik rpadukrepi 6epinren. Pesuctpain kexeprici OonraH xarnmaiina TepOericTep emmeni cunarta 0OJaTHIHBI
Oalikananbl. YHTKEHI pe3ncTopaa SHEeprust )KYThUIabl. O3 OeTiHIIe OpbIHIayFa apHAJIFaH TallChlpMaliap YChIHBUIBIII,
KOHTYp OJJIEMEHTTEepiHIH KeilOip IapameTrpiepiH e3repTKeH JKarnaiiaapiarbl TepOelic CHmarrapbsl Typaibl
KOPBITBIH/IBI JKacay YCHIHBUIA/IBL.

Tyiiin ce3nep. TepOenmmeni KOHTYp, HHAYKTUBTLUIIK, KOHICHCATOP, PE3UCTOP, TOK K031, KEPHEY, TOK.
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OPTAHU3AIIUS BBIIIOJHEHUS KOMIIBIOTEPHOM JIABOPATOPHOM PABOTHI
«[TPOLECCBI, MIPOUCXOJAIIUE B KOJTEBATEJIBHOM KOHTYPE»

AnHoranus. [Ipemnaraercs pacder W BU3yaldu3alMs XapakTepa KojeOaHWi, MPOUCXOIAIIME B IMOCIICIOBA-
TENBHOM KoJeOaTenbHOM KOHType. [IpuBeneHpl (opMynHpoBKa 3amadu, QuU3MYecKas W MaTeMaTH4ecKas MOJCITH
mporiecca, KOABI MPOTPaMMBI, peaM3yIOIIMe MpOIecChl B MporpamMmHoil cpene Matlab. TloctpoeHbl rpaduku
3aBHCUMOCTEH CHJIBI TOKa B KOHTYpE, HANpPSHKCHHHA HA KaTyINIKe WHIYKTHBHOCTA W TAJCHUS HANpsDKCHUS Ha
pesuctope ot BpeMeHu. [Ipu Halu4YUu CONPOTHUBIICHUS PE3UCTOPA KOJICOAHNUS SIBIISIOTCS 3aTyXAIOIUMHU, YTO CBSI3aHO
C MOIJIOMICHUEM O3HEPrHU PEe3UCTOPOM. [Ipe/UioKeHbl 3afaHusi IJIsi CaMOCTOSITENILHONH paboThl U IMPOBEACHHE
CPaBHHTEINILHBIX BHIBOJIOB O XapakTepe KojaeOaHuil Mpu M3MEHEHUH OTACIBHBIX APAMETPOB DJIEMEHTOB KOHTYpA.

KioueBble ciaoBa. KomebarenbHbI KOHTYpP, WHIOYKTUBHOCTh, KOHJCHCATOP, PE3UCTOP, HCTOYHHK,
HaMpsKEHUE, TOK.
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RESEARCH OF A CAR COLLISION WITH AN OBSTACLE

Abstract. The article considers the calculation and visualization of collision of a car with an obstacle by using
the Matlab software. It contains the formulation of the problem, car and obstacle models, modeling parameters (the
mass of the car, the speed of the car, parameters of the suspension: width, height, profile) and mathematical model of
the collision profile. There are the calculation and visualization of the profile of the road roughness. The m-file titled
“polizei.m” is created for calculation and visualization of the car’s motion. Calculation results are presented in
graphs of displacement around a vertical axis and speed along the vertical axis at a various mass of the car,
coefficients of elasticity and damping of the suspension. There is also the discussion of the results of the calculation
and visualization. The program allows making experiments with a change of width and height of roughness of the
road, of the mass of the car, of suspension parameters.

Keywords. Car, mass, suspension, profile of the obstacle, width and height, displacement around and along the
vertical axis.

Introduction

Nowadays all educational institutions of Kazakhstan are provided with computer hardware and
software, interactive boards and internet. Almost all teachers have completed language and computer
courses for professional development. Hence the educational institutions have all conditions for using
computer training programs and models for performing computer laboratory works. In recent years the
new computer system Matlab for performing mathematical and engineering calculations is widely used in
university and engineering researches throughout the world [1-7]. Unfortunately, the numerical
calculations which are carried out by students often are done by means of the calculator that is almost
manually. Modern computers are frequently used only for presentation of the work. Actually, students
should be able not only to solve these or other engineering problems, but also do them by using modern
methods, that is, using personal computers.

Students of the physics specialties 5B060400 and 5B011000 successfully master the discipline
“Computer modeling of physical phenomena” which is the logical continuation of the disciplines
“Information technologies in teaching physics” and “Use of electronic textbooks in teaching physics”. The
aim of this discipline is to study and learn the MATLAB program language, acquaintance with its huge
opportunities for modeling and visualization of physical processes.

In our early works [8-28] we have shown the potentials of the Matlab software for modeling and
visualization of physical processes in mechanics, molecular physics, electromagnetism and quantum
physics where it have been used for solving the ordinary differential equations (ODE), for visualization of
the equipotential lines of the systems of charged conductors and of the motion of charged particles in
electric, magnetic and gravitational fields.

The present article is devoted to calculation and visualization of the car’s collision with the obstacle
by using the MATLAB software.
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Formulation of the problem. The car (fig.1) moves on the flat road and collides with an artificial
obstacle, the so called “sleeping policeman™ or “speed bump”. Let us consider the kinematics and
dynamics of the car’s motion.

Figure 1 - The car collides with an artificial obstacle

The car model. Let's consider the collision only of one wheel of the car with The horizontal
component of the car’s velocity doesn’t change. The action of the obstacle causes only the production of
the vertical motion of the car. The wheel when driving completely repeats the obstacle’s profile. The
suspension consists of an elastic spring (K) and a damper (B).

Parameters of the modeling. The mass of the car, the velocity of the car. The parameters of the
suspension: the coefficient of elasticity and the damping coefficient. The parameters of the obstacle: its
width, height and profile, elastic properties and the damping parameters.

Mathematical model. When the wheel collides with the obstacle the wheel moves along the vertical
direction. This displacement is described by a variable x. The action of the road is transferred to the car
body by the aid of suspension (the spring with rigidity & and the damper with damping coefficient B).
Power action by means of spring is defined by the relative motion of the car body described by the
displacements x and y. Power action of the damper is defined by the relative velocities of these
displacements dx/dt and dy/dt. In the equation of motion we will neglect the continuous action on the car
body which is compensated by equal in magnitude and oppositely directed elastic force of the spring Mg =
kAx. By taking into account the above made suggestions and using the Newton’s second law we get the
following equation describing the motion of the car:

2
M?tf:B(@—ﬂj+k(x—y) (1)

dt dt

d’y Bdy Bdx k
— == — )
dt© Mdt Mdt M

2

The vertical component of the car acceleration is the function of the car horizontal velocity. At

2
t
the same time the profile of the road makes a significant contribution to this acceleration. Let us take the
following function as the mathematical model of the road roughness:

x(s)= g(l - cos(%n 0<s<L

Visualization of the profile of the road roughness at H =10 cm and L = 100 cm.
>>cle

>>H=10;

>>1~=100; s=0:1:L;

>> plot(s,H)

>>x=(H/2)*(1-cos(2*pi*s/L));

>> plot(s,x)
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>> orid on

>> xlabel('s, sm')
>> ylabel('"H,sm")

>> title("x(s)")

The diagram of this function for H= 10 cm and L = 100cm is presented in the fig.2

It should be noted that the radius of the wheel mustn’t be greater than the radius of the curvature
fitting to each point of the trajectory.

10

H. cm

=
5, Cim
Figure 2 - The model of the road roughness

At the constant horizontal component of the car velocity S = vy the function determining the road
roughness and its derivative are given by the expressions:

& _H_ (27[0(;)
d L

By using the change of variables

Y=z5

dy _dzy . d’y_dz,  Bdy k . Bdx

- —Z, -
drdt P Ak dt . Md MY Mt

k

M

we reduce the equation of motion to the expression easy for integration with the help of procedure ode45.
For calculation and visualization of the car motion we create the m-file titled “polizei.m”:
function dzdt=polizei(t,z)
global MKB VOHL
g=9.81; % free fall acceleration
dzdt=zeros (2,1); % vector column

s=VO0*t;

x=H/2*(1-cos(2*pi*s/L));
xdot=H/L*pi*V0*sin(2*pi*VO0*t/L);
% the roughness of the road is in the range of 0 < S < L

if s> L
x=0;
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xdot=0;

end

dzdt(1)=z(2);
dzdt(2)=-B/M*z(2)-K/M*z(1)+B/M*xdot+K/M*x;
In the command line we write

cle

global MKBVOHL

M=450;

K=35000;

B=7300;

z10=0;

z20=0;

accel=zeros(1000);

1=1;

V0=20;

H=0.05;

L=0.8;

% L/VO0 —the time of motion on the roughness
tmax=2*L/V0;

z0=[z10; z20];

dt=[0 tmax];
dt=0:tmax/500:tmax;

1i=0;

aa=zeros(1000,1);

>> opt=odeset('RelTol', 1e-8);
[t,z]=oded45(@polizei, dt,z0, opt);
subplot(2,2,1); plot(t,z(:,1))
title('displacement')

grid on

subplot(2,2,2); plot(t,z(:2))

grid on

subplot(2,2,3); plot(t,aa(1:size(t)))
grid on

The result is presented in the fig.3

displacement velocity

0.015

0.01

Figure 3 - Displacement round the vertical axis (left graph) and velocity along the vertical axis
at the mass of the car of M =450 kg

Now we change the mass of the car and in the command line we write:
cle

global MKBVOHL

M=958;

K=35000;

B=7300;
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z10=0;

z20=0;

accel=zeros(1000);

1=1;

V0=20;

H=0.05;

L=0.8;

% L/VO0 - the time of motion on the roughness
tmax=2*L/VO;

z0=[z10; z20];

dt=[0 tmax];
dt=0:tmax/500:tmax;

1i=0;

aa=zeros(1000,1);

>> opt=odeset('RelTol', 1e-8);
[t,z]=oded45(@polizei, dt,z0, opt);
subplot(2,2,1); plot(t,z(:,1))
title('displacement')

grid on

subplot(2,2,2); plot(t,z(:,2))
title('velocity")

grid on

The result is presented in the fig.4

x 10°  displacement velocity

Figure 4 - Displacement round the vertical axis (left graph) and velocity along the vertical axis
at the mass of the car of M = 958 kg

At the decrease of the spring rigidity till K = 20 000 the graph of the displacement round the vertical
axis (left graph) and velocity along the vertical axis at the mass of the car of M = 658 kg doesn’t change
(compare the fig.4 and 5). Here we give only the results in fig.5.

x 10° displacement velocity
8 I I I 0.4
| |
e R B L SR R
| | |
| | 0.2F-f-f-A-----f -
7 T |
‘ l 0.1f -~ R G R
| | |
20 o
| | | |
| | | | | |
0 | | | 0.1 | | |
0 0.02 0.04 0.06 0.08 0 0.02 0.04 0.06 0.08

Figure 5 - Displacement round the vertical axis (left graph) and velocity along the vertical axis
at the mass of the car of M = 658 kg
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Then we increase the damping coefficient up to K =20 000 (the mass of the car is 958 kg)
clc

global MKBVOHL

M=958;

K=20000;

B=21900;

z10=0;

z20=0;

accel=zeros(1000);

i=1;

V0=20;

H=0.05;

L=0.8;

% L/VO0 - the time of motion on the roughness
tmax=2*L/VO;

z0=[z10; z20];

dt=[0 tmax];
dt=0:tmax/500:tmax;

1i=0;

aa=zeros(1000,1);
opt=odeset('RelTol', 1e-8);
[t,z]=oded45(@polizei, dt,z0, opt);
subplot(2,2,1); plot(t,z(:,1))

title('displacement')

grid on

subplot(2,2,2); plot(t,z(:,2))
title("velocity")

grid on

The result is presented in the fig.6.

Figure 6 - Displacement round the vertical axis (left graph) and velocity along the vertical axis
at the mass of the car of M = 958 kg

The figure 6 shows that the change of the damping coefficient significantly affects the displacement
round the vertical axis and the velocity along this axis (compare figures 4 and 6).

Assignments for individual work:

9. Decrease the damping coefficient by 3 times till zero. How did the process change during the
motion along the obstacle? After overcoming the obstacle?

10. Change the parameters of the obstacle. Consider the options of the narrow and low obstacle (the
height and width are 10 cm and 40 cm, 10 cm and 100 ¢cm, 4 cm and 100 cm)

Conclusion. The article considers the calculation and visualization of the car collision with an
obstacle by using the Matlab software. It contains the formulation of the problem, car and obstacle
models, modeling parameters (the mass of the car, the speed of the car, parameters of the suspension: the
width, height, profile) and the mathematical model of the collision profile. There are the calculation and
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visualization of the profile of the road roughness. The m-file titled “polizei.m” is created for calculation
and visualization of the car’s motion. Calculation results are presented in graphs of displacement around a
vertical axis and velocity along the vertical axis at a various mass of the car, coefficients of elasticity and
damping of the suspension. There is also the discussion of the results of the calculation and visualization.
The program allows making experiments with a change of width and height of roughness of the road, of
the mass of the car, of suspension parameters.

K.A.Ka6bl16exoB', X.K.AG6apaxmanosa’,
I.A.Cangaxmeros’, E.B. Hcaes', B.1II. Kexeadaes'

1M.28ye3013 atpiHgarsl OHTYCTiK Kazakcran Mmeminexkertik yHuBepcuteri, Lsimkent, Kazakcran;
Onrycrik KazakcTan MeMJIeKeTTiK eAarorukansiK yauepcureri, [bimkenT, Kazakcran

ABTOMOBMJIbAIH KEAEPTI'TAEH OTYIH 3EPTTEY

Annotanusi. Matlab xyifecinne aBTOMOOWMIIIIH KeIEprilleH eTyiH ecenTey MeH OelHeley YCHIHBUIAJIBL.
[TpoGnemaHBl TY)XBIpBIMZAY, AaBTOMOOMJI MEH KEICpriHiH KepiHic MOjedi, MOAENIEeYAiH mapamerpiepi
(aBTOMOOMIIIIH Maccachl MEH JKbULIaMIBIFBI, ACTIAHBIH CEPIIMIITIK XKoHE AeMI(epiik kodhduuenTrepi, Kemepri
mapaMeTpIepi: eHi MeH OHWIKTIri) JKoHe KeAEPTileH oTy MPOIeCiHIH MaTeMaTHKAIBIK MOAETI KenTipinred. JKommpry
TEeric eMecTiriHiH mapamMeTpiepi ecenrernmin, OeHHeneHreH. ABTOMOOIINIH KEACPTiACH 6Ty KO3FAIBICHIH €CeNTey
MeH OeiiHesney yuriH polizei.m attel m-¢aiin Kypacteipsuirad. EcenTey HOTHKenepi aBTOMOOWIIIH Maccaliapsbl,
aCIaHbIH CePIMIMILTIK KiHe AeMidepaik KodhGUIMEHTTEpl OPTYPII JKaraaiaapblHIAFsl BEPTHKAIT ©C OOMBIHIAFBI
’KOHE OChl OCTI aifHana KO3FaJbICBIHBIH JKbUIIAMIBIKTApbIHBIH TpadukTepi OepinreH. Ecenrey meH OeiiHeney
HOTHKENEpi TaJKbUIaHFaH. baraapiama aBTOMOOMITL MaccachlH, KeIepri apaMeTpiIepiH, JKOIIbIH Teric eMEeCTIKI1HIH
OMIKTIT'iH ©3repTill SKCIePUMEHTTED JKacayFa MYMKIHILLIIK Oepe/i.

Tyiiin ce3nep. ABTOoMOOMI, Macca, acna (T0/BECKa), KeJepri napaMerpi- eHl »oHe OWiKTIri, BEepPTUKAIb OC
OolibIH A XKoHE OHBI aifHaIa KO3FalIyBl.

K.A.Kaﬁbmﬁelconl, X.K.AﬁﬂanMaHOBaz,
IL.A.Cangaxmeros’, E.B. Hcaes', B.III.Kexen6aes'

'FOsxH0-KazaxcTaHckuii rocyapcTBeHHbIi yHIBepcHTeT MM. M. Ay330Ba, IlIbiMkenT, Kazaxcra;
JOxn0—Kasaxcranckuit TOCyIapCTBEHHBIH MeAarornueckuii yausepcuret, LIsmvkenT, Kasaxcran

HNCCJIEJOBAHUE HAE3JJA ABTOMOBWJISA HA IIPEIISITCTBUE

Annotanus. [Ipennmaraercs mporpaMma pacuera W BH3yallM3alldM Hae3lla aBTOMOOWIIS Ha IPEISITCTBHE B
cucreme Matlab. IlpuBenensl QopmynupoBKa NpoOJIEMBI, MOJAENIN aBTOMOOWJIS M TNPENATCTBUS, IapaMeTpbl
MOJIETIMPOBaHMs (Macca aBTOMOOWIIS; CKOPOCTh aBTOMOOWJISL, HapaMeTpsl IOABECKH: Kod(duIMeHT yrnpyrocta u
KO3 pureHT 1eMIUPOBaHNs, MMapaMeTphl IPENSTCTBUA: IIMPUHA, BRICOTA, TPO(HIIL) U MaTeMaTHndecKass MOIEITh
nporecca Hae3zna. [IpoBeneH pacyer W BH3yanu3anus npodMIs HEPOBHOCTH Aoporu s pacuera M BH3yaln3aluu
JIBIODKEHUST aBTOMOOWIIS co3/laH m-(aiiin mox HazBaHUeM polizei.m. Pe3ynpTaTsl pacdeToB mpencTaBlieHbl B TpauKax
HepeMenIeHss BOKPYI BEPTHKAIBHONH OCH M CKOPOCTH BJOJb BEPTUKAIBHOW OCH HPH PAa3IMYHBIX Maccax
aBTOMOOWIA M KO3((UIMEHTOB ynpyroctd u IeMndupoBaHus moiaBecKu. OOCYXKIEHBI pe3ylbTaThl PacueToB M
BU3YaJIM3aLHN.

HporpaMMa MO3BOJIACT NPOBOJUTH IKCIICPUMEHTBI C M3MCHCHHUCM INMUPHUHBI U BBICOTHI HEPOBHOCTHU OOPOTH,
Maccy aBTOMOOMIISL, TapaMeTPOB MOABECKH.

Ki1roueBble ciioBa. ABTOMOOMIIb, Macca, 1MoJIBECKa, NPO(MIIb NPENsTCTBHSA- IIUPHUHA U BBICOTA, NIepeMellIeHHe
BOKPYT U BJIOJIb BEPTHKAJIBHOW OCH.
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ON LAGRANGE STABILITY AND POISSON STABILITY
OF THE DIFFERENTIAL-DYNAMIC SYSTEMS

Abstract. The real difference-dynamic system is considered. The case of unlimited continuity of solutions is
investigated for this difference-dynamic system. Unlimited continuity to the right of solutions of the difference-
dynamic system is a necessary condition for Lyapunov stability of solutions of this system. Using functions similar
to Lyapunov functions, sufficient conditions for the unlimited continuity of solutions of the difference-dynamical
system are obtained. The concepts of Lagrange stability and Poisson stability are introduced. Relations between
Lyapunov functions and Lagrange stability are investigated. Using the discrete analogue of the second Lyapunov
method, the necessary and sufficient conditions for Lagrange stability of the solution of the difference-dynamical
system are obtained. A dynamic-difference system is considered for which a discrete operator is constructed, with the
help of which the Poisson stability of the system solutions is investigated.

Key Words: difference-dynamic system, continuity, Lyapunov functions, Lagrange stability, Poisson stability.

Introduction

Concepts of Lagrange stability and Poisson stability play an important role for studying the
qualitative behavior of the trajectories and of the motion of dynamical system given in an arbitrary metric
space.

By the Lyapunov functions method necessary and sufficient conditions for the Lagrange stability of
systems of ordinary differential equations are obtained in the loshizawa work [1]. Poisson stability was
investigated from the position of the topological theory of dynamical systems in [2,3]. In these papers a
differential operator is constructed in the class of ordinary differential equations. Using this differential
operator Poisson stability of solutions of the ordinary differential equations is studied. In [4] the problem
of stability of a program manifold with respect to the given vector-function of non-autonomous basic
control systems with stationary nonlinearity is investigated.

In this paper the concepts of stability according to Lagrange and Poisson are considered in the class of
difference-dynamic systems.

Lagrange stability of the difference dynamic systems

Unlimited continuity of the solutions of the difference-dynamic systems.
Consider the real difference-dynamic systems
Xp41 =X (n,x,), n=20. D
There are two possibilities for arbitrary solution x, = x(n,n,,x,), 9 € N*:
1) x, makes sense on the infinite set N, = {ng,ny+1,..,n,..}. Then it will continue to the

right.;
2) x,, is defined only on some finite interval {ny,ny + 1, ...,m — 1}, here m < oo,
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Lemma 1. If the solution x, has a finite time to determine {ny,ny + 1, ..., m — 1}, m < oo, then

[lx, |l = c0ompun - m—0.

Proof'is obvious, see [5].
Consequence 1. If the solution X, = x(n,no,xo) is limited on its maximum existence interval

X, = x(n, no,xo) , then it remains infinitely continued to the right, i.e. m = oo.

Unlimited continuity to the right of solutions (1) of the difference-dynamic systems is necessary
condition for stability according to Lyapunov of solutions of the difference-dynamic systems. Using
functions similar to Lyapunov functions, one can obtain sufficient conditions for unbounded continuability
of the solutions of the difference-dynamic systems (1) for n — +oco.

Let us consider the difference-dynamic systems (1). Let x, be solution with initial condition

X, = x°.It's clear that
1) This solution can be continued for all ny < n. Then the solution x,, can be extended indefinitely.
2) There is m > n, such that ||x,]| - c for n — m. Then the solution x, has a finite definition
time.
3) The solution x,, is bounded.

The boundedness of all solutions is stability in a manner. In this case there is Lagrange stability
[1,6,7].

In this paper relationships between Lyapunov functions and Lagrange stability (boundedness of
solutions) are studied.

Using the discrete analogue of the second Lyapunov method necessary and sufficient conditions for
Lagrange stability of the solution of the difference-dynamic system are obtained [1].

Definition 1. Difference-dynamic system (1) is called Lagrange stable if

. +
1) 3 solutions x(n,no x"o) for n€Z", here n, € Z+;

2) Han is bounded on Z".

For example, if the difference-dynamic system (1) has a bounded solution that is asymptotically stable
in general. Then difference-dynamic system (1) is Lagrange stable.

Using Lyapunov functions, it is easy to formulate necessary and sufficient conditions for the
Lagrange stability of the difference-dynamic systems (1).

Theorem 1. Difference-dynamic systems (1) is Lagrange stable if and only if there exists the function

V(n,xn) on Z* x R¥ such that
DV (nx,)2W(x,),here lim W (x, ) =o0;

X, —>0
2) the function V' (n, X, ) is not increasing for all solution X, .

Proof. Sufficiency. Let there is a function V' (n,xn) with properties 1) and 2) for the difference-

dynamic system (1). For all solution X (I’l; Nos Xy, ) (no e’/ +;

o)

By virtue of condition 2), we have V(n,xn) < V(I’lo,xno ) for n > n,.

Using 1) we get

W(x(n;no,xno)) < V(n;x(n;no,xnO )) < V(no,xno) for n>n. )

From the inequality (2) it follows that the solution x(n; Mo Xy, ) is bounded.
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Indeed, if this is not the case, then there would be a sequence of moments 7, —>

(l =12...;n > no) such that limen H = 00. Hence limWx, = oo.
[—>aoll ™ [—o0 !
This would contradict inequality (2), which is impossible.
Necessity. Let arbitrary solution X, = x(n;no;xno ) exists and bounded on Z " for the difference-

dynamic systems (1).

Set
2
V(n,x,)=sup|x,., :supHx(n+v;n,xn) , 3)
v>0 v>0
here ‘ X, ||<o,n>n, € AN From the formula 3) we have
2 2
vV, =z Hx(n +v;n,xn)‘ = ‘ x| = W(xn).

And, obviously lim W(xn) = 00. That is, condition 1) is fulfilled.

a0
Further, considering that due to the uniqueness of the solution, X, = x(n; ny; X, ) is a continuation

of the solution X, = x(l’l;l’ll;xnl) for ny <n; <n,, we have

2

V(n,xn1 ) = sug)Hx(n1 + v;nl,xn)
V>

:V(nz;x(nz;no;xno)).

Thus, condition 2) is also satisfied.

2
‘ > supHx(n2 + v;nz;x(nz;no;xno ))
v>0

Poisson stability of the difference dynamic systems

The concept of Poisson stability introduced by A. Poincaré [7] originated in celestial mechanics. This
concept represents the broadest concept of periodicity and is characterized by a property called recurrence.
Poisson stability is considered as a general concept of the oscillatory regime [6,7].

The problem of Poisson stability was studied from the position of the topological theory of dynamical
systems, the main purpose of which, as noted by J. Birkhoff [9], is the classification of movements and the
establishment of a connection between them. Such classes include periodicity, almost periodicity in the
sense of G. Baire [10], recurrence in the sense of J. Birkhoff [8], almost recurrence in the sense of M.V.
Bebutov [11]. The common property of all these classes is the recurrence property, and each individual
Poisson stability class is determined by a certain peculiarity of the recurrence character specific for this
class. The problem of strong stability and a change in the stability of difference-dynamic system was
studied in [12]. Here we consider the difference-dynamic system for which the discrete operator is
constructed [2,3], with the help of which the Poisson stability of the solutions of the difference-dynamic
system is investigated.

Let us consider the difference-dynamic system

Xn+1 = F(n,x,). “4)
Here x, € R™, n€Z, f is vector function, defined and continuous with its partial derivatives
] .
2 kj=1,..,monZxD.
Xn

The fulfillment of the indicated conditions means that the conditions of the following existence and
uniqueness theorem are satisfied for system (4).
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Theorem 2. Let
(Mo, o) (5)
be some point of the set Z X D. Then for all point (5) there is a solution & (n) of the difference-dynamic
system (4) with the initial condition
§(ng) = &, (6)
defined on some interval containing the point ny. Moreover, if there are two solutions with the same initial
condition (6), each of which is defined on its set containing the point ny, then these solutions coincide in
the common area of their definition.

Let
xn = @m), (7)
be solution of the difference-dynamic system (4), defined on (k, k + 1, ..., k + 7). Let
xn = P(n) (8)

solution of the same system, but defined on some other interval ([,l +1,...,1 + 8). We will say that
solution (8) is a continuation of the solution (7), if interval (I, + 1,...,1 + 0) contains interval (k,k +
1,...,k + 7). Solution (8) coincides with solution (7) on the interval (k,k + 1, ...,k + 7). In particular, it
is considered that solution (8) is a continuation of solution (7) if the interval (I, + 1, ...,I + 8) contains
interval (k,k + 1, ...,k + 7). And solution (8) coincides with the solution (7) on (k,k + 1, ...,k + 7).
Solution (8) is a continuation of solution (7) even in the case when the intervals ([,l + 1, ..., + 8) and
(k,k + 1, ...,k + 1) coincide, as solutions (7) and (8) completely coincide.

Solution (7) is called noncontinuable if there is no solution different from it, which is its continuation.
It is easy to show that each solution can be continued to a non-continuable solution. And there is the only
way to do it. Therefore, in the future, only non-continuing solutions will be considered. To emphasize that
some solution ¢(n) of the difference-dynamic system (4) is solution with initial condition (6), further we
will write this solution in the form

f(n' Ny, Ny, 50) (9)

Then it is easy to see that

1) For each point (5) of the set Z X D, there is a noncontinuable solution of the difference-
dynamic system (4) with the initial condition (6).

2) If some noncontinuable solution of the difference-dynamic system (4) coincides with some
other noncontinuable solution of this system with at least one value of n, then it is a continuation of this
solution.

3) If the two continued solutions of the difference-dynamic system (4) coincide with each other
for at least one value of n, then they completely coincide. I.e. they have the same definition interval and
they are equal on it.

Let (9) be some non-continuable solution of the difference-dynamic system (4) with the initial
condition (7) defined on the interval

(k1(ng, €0); k2 (g, §0)), (10)

depending on the initial values (5). Set S is the set of all points (n,ny,&,) of the space Z X Z X D for
which solution (9) is defined and satisfies the obvious conditions: point (5) belongs to the set Z X D and
number n to interval (10). Then the following theorem holds, which is well known as the theorem on the
continuous dependence of solutions on initial values.

Theorem 3. Set S of all points (1, g, &y) ) is the open set in the space Z X Z X D. On the set S the
function &(n,ng, &) is defined. This function is the continued solution (9) of the difference-dynamic
system (4) with the initial values (5). At the same time, the function £(n, ng, &y) is continuous across all
arguments on S.

We now note that along with the concept of the difference-dynamic system (4) solution, it is often
more convenient to use an object very close to it, which we call motion.

Let (9) be a not continued solution defined for all values of n € Z and let ¢ be a function given by

©(ng,m, &) = E(no +n,mp, o). (11)
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Suppose that under the action of some law mathematically described by the difference-dynamic
system (4), the physical system will go into a new state &; in time n € Z*. From a mathematical point of
view, seems appropriate to determine &; through the solution of the difference-dynamic system (4) using
the formula & = &(ny + n,ny, &). From a physical point of view, the record & = p(ng,n, &) is more
appropriate. In this case, obviously, the concept of solution of the difference-dynamic system (4) and the
concept of the function ¢, corresponding to it, are equivalent.

Definition 2. Let ¢ ([, n,p) be the mapping of the set Z x Z* X D on the space D. Set ¢(l,n,p) =
0(l,n)p and we will assume that

1) mapping ¢( I, n,p) is continuous on set of variables [,n,pon Z X Z* x D;

2) thereis O(,0)p =p forall (I,p) =Z X D,

3) 0(l+s,n)0(,s)=0(,n+s) takes place forall (,n,s) € Z x Z* x Z*,

Then we say that ¢([,n,p) is a motion of a non-autonomous difference-dynamic system [7] if the
pair (1,p) € Z X D is fixed.

From the above definition it can be seen that the concept of motion is broader than the concept of the
solution of difference-dynamic system (4). Thus, in particular, the mapping ¢( [, n, p) does not have to be
differentiable with respect to n, not to mention [, p. At the same time, if in the domain of definition of the
solution x,, = &(n,[,p) of the difference-dynamic system (4), defined for neN*, we take @(l,n,p) =
E(lL+n,l,p), then it is easy to see that the above definitions of motion and solution are very close.
Moreover, the motion turns into a solution if [ = 0. Finally, we call the operator O(l,n) the shift operator
along the motion ¢ ( [, n, p). It should also be noted here that the form of the shift operator O(l,n) along
motions corresponding to the solutions of the difference-dynamic system (1) is determined by the right-
hand side of the difference-dynamic system.

Definition 3. A point p € D is called Poisson positively stable if for each neighborhood A, and for
each positive number T one can specify such number n > T that ¢(n,p) € A,. Similarly, a point p € D
is called Poisson negatively stable if for each neighborhoods A, and for every positive number T one can
specify such number n < —T such that ¢(n,p) € Ay,. And, finally, the Poisson stable point, both
positively and negatively, is called Poisson stable [2,5,13]. This is equivalent to the fact that the motion
@(n, p) intersects an arbitrary neighborhood A,, for infinitely large n.

Theorem 4. If a point p € D is positively Poisson stable, then each point of the trajectory, described
by the motion @( n,p), is also positively Poisson stable. A similar statement holds for points that are
negatively Poisson stable.

Proof. First of all, we note that a point p is positively Poisson stable if and only if there exists such a
sequence nq, Ny, ... , Ny, ... , liMg_ e Ny = 400

Jim ¢ (ny, p) = p- (12)
Indeed, the definition of positive stability follows immediately from the equality (12). Conversely, if
positive stability holds, there exists a sequence of positive numbers &4, &5, ... , &, ... , liMy_4 & = 0 and

positive integers ny, > k, uto d(p, (1, p)) < &, whence follows (12).

Suppose now that p is the arbitrary point of trajectory of the function @( n,p). Then, by virtue of
property 1) of definition 2, the equality Ilim p(n + ny,p) = p(n,p) takes place for all values n € Z.

By virtue of Theorem 4, it is easy to see that in the future it makes sense to speak of positive stability

and negative stability and Poisson stability not of individual points, but of motions and trajectories of
dynamical systems.

K.B. Banaes', I' K. Bacuinna'?

'Maremaryka sKoHE MaTeMaTHKAIBIK MOJIEIIEY HHCTHTYTHI, Anvatsl, KasakcTan;
* AJIMaThl SHEPreTHKA XKoHe Oaiianbic yHUBepcHTeTi, AnMaThl, Kasakcran
JTAHAMUKAJBIK-AMBIPBIM/JIBIK KYWEJEPIIH JATPAHK
7KOHE ITYACCOH BOMBIHIIA OPHBIKTBLIBIFBI TYPAJIBI
AnHoTtanusi. HakTel AMHAMUKAJIBIK-aHbIPBIMABIK JKYHe KapacThIpbliabsl. OHBIH HIEMIIMAEPiHIH HIEKCi3 KeHEell
JKaFJaibel 3epTrensi. JnHaMIKaIbIK-alBIPBIMABIK KYHEHIH MIeITiMIepiHiH OHFa Kapai MeKCi3 KeHEr1 OCHI )KYHeHIH
memriMidig  JISmyHOB OOWBIHINA OpPHBIKTBUIBIFBI YIIIH KaXKeTTI MMApThl OONBIN TaOBUIamel. JIAITyHOBTHIH
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(yHKIHMACHIHA YKcac (QYHKIMIApAbl KOJMAHY apKpUIBl 013 TWHAMHKAJBIK-aHBIPBIMIBIK KYHEHIH MIemiMIepiHig
IIeKCi3 KEHEIol VINiH JKEeTKUTIKTI IapTTapbl anbHAbeL. Jlarpamk OOWBIHINA OPHBIKTBUIBIFBIHBIH koHE I[lyaccoH
OOHBIHIIIA OPHBIKTBUIBIFBIHBIH YFRIMIApPEl  eHTi3inmi. JlsnyHoBTHIH QyHKIMsmapsl MeH Jlarpamk OoibIHIIA
OPHBIKTBUIBIFBI aPaChIHIIAFbl KaTbIHACTAP 3epTTesai. JIAMyHOBTBIH €KIHIII SICIHIH JUCKPETTI aHAJOTBIH KOJIaHY
ApKBUIBI IMHAMHKAIBIK-aiBIPBIMABIK KYHEeHiH memiminiy Jlarpamk OoWbIHIIA OPHBIKTBUIBIFEI YIIIH KaXKeTTi XKoHE
KETKUTIKTI IIapTTap anblHAbl [IMCKpPETTI onepaTtop KypbUIaThIH JUHAMHUKAJIBIK-aHbIPBIMABIK KYHe KapacThIPhUIIBL.
KypsputraH onepaTtopblH KeMeTiMeH jKyHeHiH 1emmimaepinid [Tyaccon 0o#bIHIIa OPHBIKTBUIBIFBI 3€PTTENI.

Tyiiin ce3aep: AMHAMUKAIBIK-afBIPBIMABIK JKy#e, LIeKci3 KeHero, JIamyHoBTHIH (yHKuusiapsl, Jlarpanx
OolibIHIIIa OPHBIKTBUIBIK, [lyaccoH OOMBIHIIA OPHBIKTHUIBIK.

K.B. Banaes!, I'.K. Bacuaunna'”

'MHCTHTYT MaTeMaTHKH 1 MaTeMaTHIECKOTO MOJIeMpoBanHs, Anvarsl, Kazaxcran
? AJIMATHHCKHIi YHHBEPCHTET SHEPIeTHKH U CBsi3H, AnMarsl, Kazaxcran

OB YCTOMYUBOCTHU PABHOCTHO-TUHAMUYECKUX CUCTEM
IO JIATPAHXY U 110 ITYACCOHY

AnHoTauus. PaccmarpuBaeTcs AelicTBUTENbHASI Pa3HOCTHO-IMHAMMYECKAsl CUCTEMA Uil KOTOPOH UCCIIEoyeTCs
ClIy4yall HEOTrpaHMYEHHOW MpOAOIDKAEMOCTH peuleHud. HeorpanuueHHas NpOJOIKAEMOCTh BIPABO PELICHUH
Pa3HOCTHO-IMHAMHUYECKON CHCTEMBI SBISIETCSI HEOOXOIMMBIM YCIOBHEM YCTOMUMBOCTH B cMbIcie JlsmyHoBa
pewieHuit 3ToM cucrembl. Mcmonb3ys (yHKIMM, aHalorMuHble (GYHKIUAM JIAmyHOBa, MOJIy4YeHbI NOCTATOYHBIC
YCJIOBUSL HEOTPAHMYEHHOM MPOJOIHKAEMOCTH PEIIEHUI pa3HOCTHO-AMHAMUYECKOW CHUCTEMBbl. BBeneHbl NMOHATHS
ycroitunBoctd 1o Jlarpamxky u ycroidmBoctd 1o Ilyaccony. Mccnemyrorcsi cOOTHOLICHUSI MexAy (QyHKUUSIMH
JlsmynoBa u ycroitunBocThIO 1Mo Jlarpamxy (orpaHMYeHHOCTBIO pemieHHi). C MOMOIIBIO JUCKPETHOTO aHajora
BTOpOro merona JlsmyHoBa IOJy4eHBl HEOOXOAMMBIE M JIOCTAaTOYHBIE YCIIOBHS YCTOWYMBOCTH pPELICHUS II0
Jlarpanxy pa3HOCTHO-AMHAMHUYECKON cHCTeMbI. PaccMaTpuBaeTcsl pa3sHOCTHO-IMHAMUYECKas CUCTEMa AJsl KOTOPO
CTPOUTCSL AMCKPETHBIM Oneparop, ¢ MOMOUIbI0 KOTOPOHM HccCienyeTcs ycTouumBocTh mo Ilyaccony perieHuit
CUCTEMBIL.

KiroueBble cj0Ba: pa3HOCTHO-AMHAMUYECKAass CHCTEMa, HEOTPAaHWYEHHAs IPOJOIDKAEMOCTh, (YHKIIHU
JIsamyHoBa, ycroitunBocTs 1o Jlarpanxy, ycroiuusocts 1o Ilyaccony.
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EVALUATION OF ENERGY EFFICIENCY OF THE NITROGEN-DOPED
Co0304 (100) SURFACE FOR WATER DISSOCIATION

Abstract: Co;0;, is easily available and thermodynamic stable oxide in a wide interval of temperatures and
conditions with rich concentration of oxygen. Also Co;O4 among oxides of transition metals — useful materials for
gas sensors, storage systems of energy and materials of anodes of lithium - ion batteries, zink-air batteriesand other
energy applications.

For enhancing energy efficiency of decomposition of water molecules on cobalt oxide surfaces was studied
effect of various dopants. One of the promising doping materials for Co;0y is nitrogen.

In paper we report the results of theoretical investigations of water adsorption on undoped and nitrogen-doped
Co304 (100) surface by means of the plane-wave periodic density functional theory (DFT) calculations combined
with the Hubbard-U approach and statistical thermodynamics.

We discuss the effect of nitrogen-doping of the Co;04 (100) surface and calculated oxygen evolution reaction
overpotential based on the Gibbs free-energy diagram of undoped and N-doped surfaces. Results of calculations of
the overpotentials of water molecule decomposition on the nitrogen-doped (100) surface of cobaltum oxide
demonstrate generally the decreased values in comparison withundoped surface with some deviation on considered
steps of decomposition.

Keywords: Co;0,, spinel oxide, water sorption, free-energy diagram, surface.

1. Introduction

Nowadays, we know that transition to "green" energy perspectival in ecological and economical view.
Advantages of technologies of renewable energy make these problems priority for the scientifically
research. So, its lead to intensive development of researches for alternative energy resources.

Today, all the talk about hydrogen energy or even a hydrogen economy is the use of hydrogen as the
main energy source for various devices.

One of the methods for producing hydrogen is electrolysis. This is a much more expensive way than
getting from hydrocarbons, but it is without thermal pollution.

Consuming growth not - renewable fossil energy resources of which "thermal pollution", bursts in the
atmosphere of products of burning and fast exhaustion of power sources is result do perspective creation
of highly effective technologies of use of renewables that first of all includes development of methods of
conversion of solar energy.

Reaction of dissociation ofwater takes place with energy absorption as a result of which the free
energy of Gibbs increases by 237 kJ of mole™. This additional energy necessary for photocatalytic and
photoelectrochemical decomposition of water is provided by means of energy of sunlight. For this purpose
forelectrode material of electrolyze process used different materials.

Co50, is easily available and thermodynamic stable oxide in a wide interval of temperatures and
conditions with rich concentration of oxygen. Crystal Co;O,4 has structure of spinel (spatial group) with
thezsemi—ﬁlled sites in an octahedral environment of Co®*, and cobalt ions in a tetrahedral environment of
Co™".
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Also Cos;0jamong oxides of transition metals — useful materials for gas sensors [1,2], storage
systems of energy and materials of anodes of lithium - ion batteries [3],zink-air batteries [4] and other
energy applications.

For enhancing energy efficiency of decomposition of water molecules oncobalt oxidesurfaces studied
effect of various dopants. One of the promising doping materials for Co;0, is nitrogen. Xu et.al in their
experimental work discuss production of N-doped Co3;0,4 nanosheets [5].

2. Method and Surface Model

2.1 Computational Methodology and Thermodynamic Description

The calculations have been performed using the ab initio plane wave computer code VASP [6] using
the the projector-augmented plane-wave (PAW) method [7] in conjunction with PBE (Perdew — Burke -
Ernzerhof) GGA exchange-correlation functional [8]. The standard Monkhorst-Pack grid with the
4 X 4 X 4 sampling mesh for the bulk calculations and the 2 X 2 X2 for the slab calculations was used [9]
along with the cutoff energy of 550eV and the Methfessel-Paxton [10] smearing with 6=0.1 eV. In
performed calculations for the periodic slab model (infinite in two dimensions) the positions of all ions
were fully relaxed, to render the net forces acting upon the ions smaller than 1 X 1072eV -A™". In order to
avoid the interaction between periodically translated images along the direction normal to the surface, we
used vacuum gap of 12 A. As known from our theoretical researches [11] (100) plane was modeled as
shown in figure 1.

(terminating)
C0204
|I| ° Co-planes
o 0 00
o o

<&

Q@ ° o
e
W
a b
Figure 1 - Co;0, (100) Co, s-terminated surface top view (a) and side view (b). Color coding: CoZ,, blue;Co},, green;Col,
,purple;05. ,black 0,4, grey; The empty cube indicates Co site.

o Coys-
o

O

°© @ o

There are four coordinatively unsaturated 5-fold Co2., two recessed, fully coordinated 4-fold COZC,
and two protruding 2-fold CoJ.. The distance between the nearest Co® ions in a slab is 2.91 A and the Co™
ions are separated by 7.63 A . There are observed two types of oxygen ions: the 4-fold 0, and 3-fold Os.

Results.

Water adsorption

In the present study, we studied water dissociation and adsorption process on the top of Coz.and CoZ.
sites on the pure and N-doped Co;04(100) surface.

The adsorption and dissociation energy of water molecules are calculated as

AEads = Eadsorbate/surface - (Eadsorbate + Esurface) (1)

whereE, gsorbate/surfaces Eadsorbate @nd Egyrface correspond to the total energies of a system formed
by the adsorbate at the surface, the isolated adsorbate molecule in gas phase and the bare surface,
respectively.Oxygen atoms substituted with nitrogen atoms in four concentrations. There are four
concentrations — 1, 2, 4 and 8 N per 32(O+N) atoms. Respectively, nitrogen-doped Co3;04(100) Coys-
terminated surfaces with four concentration of nitrogen denoted as Configuration 1 ( configuration with
12,5% concentration), Configuration 2 (configuration with 25% concentration), Configuration 3
(configuration with 50% concentration), Configuration 4 (nanorod).
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In table 1 given basic characteristics of water adsorption process on undoped and nitrogen—doped
C0304(100) Cop s-terminated surface.

Table 1 - Basic characteristics of water adsorption process on undoped and doped Co3;04(100) Co, s-terminated surfaces with
different concentration of nitrogen.AE,q4is adsorption energy;  dissociative mode; a associative mode; d¢o—o(nz)-bond
length in angstroms
Adsorption Center Col, Adsorption Center CoZ,
AE,qs/eV Adsorption dco-oH,0) AE,qs/eV Adsorption dco-o(H,0)
type Type
perfect -0.43 d 1.84 -0.47 a 2.1
Conf.1 -0.58 a 2.07 -0.83 a 2.04
Conf.2 -0.39 a 2.02 -0.45 a 2.03
Conf.3 -1.12 d 1.90 -0.28 a 1.98
Conf4 -0.75 d 1.98 -1.41 d 1.95

The binding energies of O, OH and OOH (AEq, AEqy, AEgon) and the bond lengths on the pure and
N-doped Co3;04(100) Cogs-terminated surface are given in table 2. We observed that the binding energies
of O*, OH* and OOH* on the cobalt oxide surface, calculated with PBE+U, scale according to the
relation AEqgon. = AEgy« + 3.2 within 0.4 eV as was shown in ref.[12,13]. In table 2 given the binding
energies of O, OH and OOH and bond length on the undoped and N-doped Co304(100) surface.

Table 2 -The binding energies of O, OH and OOH (AEq, AEqy, AEgon in €V) and bond length on the undoped and N-doped
C0304(100) Coy s-terminated surfaces.d,-is bond length in A, * denotes adsorbate atom.

AEo | dgo-o| AEon | deo-omy | AEoon | dco-o AEq | dgo-o| AEon | dco-omy | AEoon dco-o0
docy-neo do()-n(o) dogy-H doo-H()
do()-o() docy-o(
Adsorption Center Coj, Adsorption Center Co2,
Un- 2.23 1.59 | -0.11 1.78 3.03 1.81 229 | 1.86 - 1.79 3.26 2.08
doped 0.97 0.98 0.09 0.97 0.98
1.47 1.45
Conf.1 1.65 1.6 0.25 1.77 2.69 1.79 269 | 1.85 | 0.15 1.80 3.33 2.09
0.97 0.96 0.97 0.98
1.48 1.47
Conf.2 1.90 1.58 | 0.42 1.76 3.26 1.76 298 | 1.83 | 0.29 1.76 3.90 2.03
0.90 0.94 0.93 0.92
1.52 1.41
Conf.3 1.56 1.48 | 041 1.70 2.76 1.79 2.87 | 1.78 | 0.40 1.82 2.55 1.98
0.92 0.90 0.91 0.93
1.43 1.39
Conf.4 1.94 1.50 | 1.08 1.68 2.61 1.72 282 | 1.75 | 1.08 1.75 2.71 2.07
0.89 0.87 0.93 0.91
1.35 1.47

Calculated values of theoverpotentials for each step of water molecule decomposition along the
reaction pathway using the computational standard hydrogen electrode (SHE) allowing us to replace a
proton and an electron with the half a hydrogen molecule at V=0 V vs SHE according to theory [12,13]for
five configurations presented in table 3. The theoretical overpotentialis found according to the standard
relation

n=max[AG;]/e — 1.23[V] 2)
Fig.3 presents the free energy changes of reactions of adsorption of water molecule and intermediate

products of dissociation based on DFT+U calculations of adsorbed intermediates on the perfect and
fluorine-doped Co30,4(100) surface at 0.2ML water coverage.
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Configuration 3
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Figure 3 - Free-energy diagram at pH=0 and T=298 K for the four steps of the OER at V=0 and V=1.23 V.
Results for theCoJ, and Co. sites at 0.2ML water coverage for undoped and 4 Configurations of N-doped surfaces shown; For
each case the highest free-energy change is indicated

The calculations suggest that the theoretical overpotentials for water adsorption on

the pure surface 0.77 and 0.81 V, respectively Col. and Co2.sites. N-doped surfaces demonstrate at
Col. site decreasing of overpotential (0.56-0.24 V)in comparisonCo2site inundoped Cos;Oysurface. For
Co2. site on doped surface values of overpotentialexihibited are nearly the same values as on clean surface
(0.90-1.11 V) except for Conflguration 4 (0.28 V). In this case of CoJ. site on doped surface reduced
values observed with the OOH formation as the determining step except Configuration 4.

Conclusion

It is seen from the figures 3 that an electron charge accumulation lead to strongly reducing
overpotentials for Col. site in connection with the redistribution of the electron charge in the local
environment of the impurity nitrogen atoms. When nitrogenis introduced, most of the charge is distributed
to neighboring cobalt ions. In addition, the introduction of nitrogen leads to the polarization of
neighboring ions.

The analyzing electron redistribution on the surface by the introducing nitrogen dopants will be
described in our forthcoming paper.
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I'.9.Kanraraii', H.O.Koiinbik’, A.M.Tatenos', H.A.Cann6aesa’, A.A./lyr6aeBa’

1Ka3a1< YITTHIK KBI3Zap MeJaroruKaliblK YHUBepcuTeTi, Anmatel, Kazakcras;
2«Oprey» yITTHIK GLTIKTiTIK KeTepy opTanbirs, AnMathl, Kasakcran

A30THEH KOCHAJIAHFAH Co3;0,4 (100) BETIHIH CYAbIH JUCCOLUUAJIAHYBIHA
SHEPT'ETUKAJIBIK TUIMAIJIITI'TH BAFAJIAY

Annoranusi: Makamaga Xa06apa-U KyBIKTaybIMEH JKOHE CTaTHCTHKAJIBIK TEPMOAMHAMHKAMEH KipIKTipilireH
THIFBI3ABIK QyHKIHOHANBI TeopusichbiHbIH (TDII) mendepinae taza xone a3or kocnananrad Co;O0y4 (100) Gerinperi
CYIBIH aICOPOIISCHIH TEOPUSUIBIK 3epTTEYAIH HOTIDKeNnepi OepinreH. A30T Kocmackl eceOiHeH maiima OonmaThiH
0eTTiH KaTaTUTHKAJBIK KAaCHETTEPIiHIH e3repy ocepiepi TaIKpUIAHIBI )KOHE Ta3a JKOHE KOCHaJlaHFaH IJIaCTHHAIAFhI
a30oTkKa ['M00CepKiH SHEPTHACHIHBIH CXEMAChl HETI31He ACKbIH OTEHIINA €CEITENTeH.

Co030,4 okculi TemMIiepaTypaMeH OTTEriHIH 0all KOHLIEHTPALMSIChI JKaFAalbIHAaFbl KeH MHTEPBAJIAA KOJ JKeTiM/II
KOHE TepMOIUHAMUKANBIK TypakThl. Conpmait-ak, Co3;0, aypicnajibl MeTaifap OKCHATEPIHIH apachliHIa — ras
CEHCOpJIapblHA, JHEPrHs CaKTay JXyHelepiHe apHaJIFaH THIMJI MaTepuall >KOHE JIMTHH-MOHIbI aKKyMYJISITOpJIapAa,
MBIpBIII OaTapesulapblHaH JkKoHe 0acKasla SHEepPreTHKAIBIK KOJIAHBICTAFbl aHOATHIK MaTepHaijgap peTiHue KeHiHeH
KOJIZTaHBLIAIbI.

KobGaneT okcuaiHiH OeTiHAE Cy MOJEKyJIaIapbIHBIH BIABIPAYBIHBIH YHEPTeTUKAIBIK THIMALIITT HAPTTHIPY YIIiH
opTYpai Kocnanmapasiy ocepi 3eprrenred. Coz;O4 YIIiH mepcreKTHBAIE KOCTIaIayIibl MaTepUaIapablH 0ipi-a3o0T.

Maxkaraga Xa66apn-U  Tocini MEH JOHE CTaTHCTHKAIBIK TEPMOJMHAMHKA MEH VHIECKEH THIFBI3IBIK
(YHKIMOHAJIBIHBIH JKa3bIK TOJKBIHABIK TeopuschiH (DFT) ecentey kemeriMeH Tas3a »oHe a30THEH  KOCIIAJaHFaH
Co304 (100) 6erTepinmeri cy ancopOIISICHIH TEOPHSIIBIK 3€PTTEYIEPAIH HOTIKEIEP] KeNTipinei.

Cos04  (100) OeTiH a30THeH KOCHajJaylblH JKOHE KocmanaHraH Oerrepiaiy ['mOOcepkiH sHeprus
JIMarpaMMachIHbIH HETi3iHJe OTTEriHiH O6eJiHy peakIHACBIHBIH €CENTi KAaCKbIH KEpPHEYiHIH ocepl TalIKbLJIaHa/IbL.
KobGanbT okcuminiy azotnen jerupienre (100) OeriHne cy MojeKyJalapbIHbIH BIIBIPAYBIHBIH aCKbIH KEpHEYJIepiH
€CelTey HOTIDKENEepl TanJaHaThIH BIABIPAY caThUIapblHIa KeWOip aybITKylapMeH KOCHalaHFaH OeTTepMeH
CaJIBICTBIPFaH/1a >KaJIIIbl TOMEH MOHJIEpAi KepceTe .

Tyiiin ce3nep: Co;04, OKCHAMIIMHE, CYyaacOpOLMSICHI, €pKiHIHEPTUsiAnarpaMmacsl, oer

I'.A.Kanraraii', H.O.Koiinsik’, A.M.Tarenos', H.A.Canauéaesa’, A.A.ﬂyTﬁaena1

'Kazaxckuil HALMOHAIBHBIN KEHCKHI T1e1arornyecKuil yHHBepcHTeT, AnMatel, Kazaxcran;
*HarmoHaIbHbII HEHTp MoBbIlIeHNs KBamuukamuii «Opney», Anvatsr, Kasaxcran

OLEHKA SHEPTETUYECKOM Y®PEKTUBHOCTH A30T
JOIIMPOBAHHOMU ITOBEPXHOCTH (100) Co;0, AJI51 PACINEIIVIEHUSA BO/bI

AHHoTauus: B cTaThe mpeacTaBieHbl Pe3yIbTaThl TEOPETUIECKOTO UCCIEIOBAaHMUS afCcOPOIIUH BOABI Ha YHCTON
u azotaonupoBanHoil miactuae Co;04 (100) B pamkax teopuu GpyHkumonana miotHoctu (TOIT) komOuHMpoBaHHON
¢ mnpubmmkennem Xab0apna-U u  craructuueckod TepMoauHamukou. OOcCyxkaeHbl 3(PQPEeKTl H3MEHEHHUs
KaTaJIMTHYECKUX CBOMWCTB IUIaCTUHBI, BO3HHUKAIOIIME 3a CUCT IPUMECH a30Ta MU pacCUUTAHbL I/136I)ITO'-IHI)IC
MOTEHLMAJIbl HA OCHOBE CXeMbI CBOOOJHOM AHeprun ['nb0ca Ha yrCcTON U a30T IONMTMPOBAHHOM TIACTHHE.

CO3O4 SABJIACTCA JICTKO JOCTYIIHBIM W TEPMOAWHAMUYCCKU CTa6I/lJ'lel)lM OKCHJIOM B IIHPOKOM HHTCPBAJIC
TEMIIEpaTyp U yCIOBHii ¢ Ooraroii koHLeHTpanuel kucnopoaa. Takxe Co3;04 cpeny OKCHI0B EPEXOAHBIX METAIIOB
- TIOJIE3HBIE MaTePHaIbl U F'a30BBIX CEHCOPOB, CHCTEM XPaHEHHsS YHEPTHH U MaTepualibl aHO/I0B M3 JIMTHUI-UOHHBIX
aKKyMYJISTOPOB, IHHKOBBIX OaTapel M OpyTruX SYHEPreTHIECKUX MIPUMEHEHUH.

Jis TOBBIICHUST SHEPreTHYeCKOH A(PGEKTUBHOCTH PAa3NIOKEHHS MOJEKYN BOIBl Ha TOBEPXHOCTH OKCHOA
KoOanpTa OBUIO M3YYCHO BIHMSHUE PA3NUYHBIX JIETUPYIOMHUX IpuMeced. OIHUM W3 MEPCHEKTHBHBIX JIETHPYIOMINX
MatepuanioB st Co304 sBISIETCS a30T.

B cratee mpuBOAATCSA pe3yIbTATHl TEOPETHUECKUX HMCCIENOBAHUI aacopOIMM BOABI Ha HENETMPOBAHHOW WU
JerupoBaHHoi azorom noepxHocTu Co3;0,4 (100) ¢ MOMOIIBI0 pacyeToB IIIOCKOW BOJHOBOM Teopuu (yHKIMOHAA
wiotHocTH (DFT) B couerannu ¢ noaxonom Xad6apna-U u cTaTHCTHYECKOH TEPMOANHAMUKOM.

OO0cyxaercsi BIMsIHUAE JiernpoBaHusi a3oToM moBepxHocTH Co0304 (100) m pacueTHOro mnepeHanpsHKEHHs
peakIK BBIZACIACHUS KHCIOpPOJa Ha OCHOBE JuarpaMMbl CBOOOIHOW sHepruu ['ubOca HeJIerHpoBaHHBIX U N-
JIONIMPOBAHHBIX IOBEPXHOCTEH. Pe3ynpraThl pacdyeToB IepeHanpsDKeHHI pas3ioXKEeHUs MOJIEKYJ BOIBI Ha
nerupoBaHHOM azoroM (100) moBepXHOCTH OKCHIA KOOAJIbTa JEMOHCTPUPYIOT B LIEJIOM HOHIKEHHBIE 3HAYEHHS IO
CPaBHEHUIO C HEJETMPOBAaHHOW IIOBEPXHOCTHIO C HEKOTOPHIM OTKJIOHEHHWEM Ha aHAJM3MPYEMbIX CTaausx
pa3IoKeHusI.

KiaroueBsie caoBa: Co3;0, mmuHENTs OKCHIA, BOAHAS aacopOLus, auarpaMMa CBOOOTHOH DHEPTHH,
MTOBEPXHOCTh
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