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Abstract. This study addresses the problem of enhancing the robustness of Voice 
Activity Detection (VAD) systems against acoustic noise, which is particularly 
relevant for practical applications in mobile devices and telecommunication 
systems. An experimental comparison of five hybrid neural network architectures 
(CNN+BiGRU, CNN+GRU, CNN+LSTM, CNN+BiLSTM, and CNN+TDNN) 
was conducted using the large-scale Kazakh Speech Corpus (KSC2), augmented 
with both synthetic and real noise from the ESC-50 dataset across a signal-to-noise 
ratio (SNR) range of –20 to +30 dB. Mel-Frequency Cepstral Coefficients (MFCC) 
were used to construct the feature space, providing informative representations of 
audio signals for subsequent machine learning. The experimental results showed 
that all tested architectures achieved high values of Accuracy and F1-score 
(above 99.3%) across the entire range of acoustic conditions. The CNN+BiGRU 
architecture demonstrated the best balance between precision, recall, and noise 
robustness,  whereas  CNN+TDNN stood out for its minimal computational cost 
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with comparable performance metrics. Error matrix analysis confirmed the models' 
ability to reliably distinguish between speech and noise, even under low signal-
to-noise ratio (SNR) conditions. These findings indicate the high suitability of 
hybrid neural network architectures for addressing the VAD task in real-world 
noisy environments. CNN+BiGRU and CNN+TDNN are the most promising for 
practical deployment, enabling their use in mobile, embedded, and cloud-based 
speech systems.

Key words: voice activity detectors, signal-to-noise ratio, recurrent neural 
networks, convolutional neural networks, machine learning
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Аннотация. Бұл жұмыста дауыс белсенділігін анықтау жүйелерінің 
(VAD, Voice Activity Detection) акустикалық кедергілерге төзімділігін 
арттыру мәселесі қарастырылады. Бұл мәселе әсіресе мобильді құрылғылар 
мен телекоммуникациялық жүйелерде практикалық қолдану үшін өзекті 
болып табылады. Эксперименттік түрде бес гибридті нейрондық желілік 
архитектуралардың (CNN+BiGRU, CNN+GRU, CNN+LSTM, CNN+BiLSTM 
және CNN+TDNN) салыстырмалы талдауы жүргізілді. Зерттеу Kazakh Speech 
Corpus (KSC2) атты кең ауқымды қазақша сөйлеу корпусына негізделіп, оған 
ESC-50 мәліметтер базасынан алынған синтетикалық және нақты шу деңгейлері 
–20 дБ-ден +30 дБ-ге дейін қосылды. Белгілік кеңістікті қалыптастыру 
үшін мел-жиілік кепстральды коэффициенттері (MFCC) қолданылды, бұл 
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аудиосигналдарды одан әрі машиналық оқыту үшін ақпараттық тұрғыдан 
тиімді ұсынуға мүмкіндік берді. Эксперименттік нәтижелер барлық сынақтан 
өткен архитектуралардың акустикалық жағдайлардың барлық ауқымында 
жоғары дәлдік (Accuracy) және F1-score көрсеткіштеріне (99,3%-дан жоғары) 
қол жеткізетінін көрсетті. CNN+BiGRU архитектурасы дәлдік, толықтық және 
шуға төзімділік арасындағы ең жақсы тепе-теңдікті көрсетті, ал CNN+TDNN 
архитектурасы сапа көрсеткіштері салыстырмалы болғанымен, есептеу 
ресурстарын аз қажет етуімен ерекшеленеді. Қате матрицаларын талдау тіпті 
төмен сигнал/шум қатынасында да модельдердің сөйлеу мен шуды сенімді 
түрде ажырата алатынын растады. Алынған нәтижелер гибридті нейрожелі 
архитектураларының нақты, шуды көп ортада Voice Activity Detection (сөйлеу 
белсенділігін анықтау) мәселесін шешуге жоғары бейімділігін дәлелдейді. 
CNN+BiGRU және CNN+TDNN модельдері практикалық қолдану үшін 
ең перспективалы болып табылады және мұндай модельдерді мобильді, 
кірістірілген және бұлтты сөйлеу жүйелерінде пайдалануға мүмкіндік береді.

Түйін сөздер: сөйлеу белсенділігін анықтауыштар, сигнал/шуыл қатынасы, 
рекуррентті нейрондық желілер, конволюциялық нейрондық желілер, 
машиналық оқыту
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Аннотация. В настоящей работе рассмотрена задача повышения 
устойчивости систем обнаружения голосовой активности VAD (Voice Activity 
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Detection) к воздействию акустических помех, что особенно актуально для 
практического применения в мобильных устройствах и телекоммуникационных 
системах. Проведено экспериментальное сравнение пяти гибридных 
нейросетевых архитектур, таких как CNN+BiGRU, CNN+GRU, CNN+LSTM, 
CNN+BiLSTM и CNN+TDNN на большом корпусе казахской речи Kazakh 
Speech Corpus (KSC2) Институт умных систем и искусственного интеллекта 
Назарбаев Университета, дополненном синтетическим и реальным шумом из 
базы ESC-50 (уличные шумы, звуки животных, бытовые шумы) при уровне 
отношение сигнал/шум от –20 до +30 дБ. Для формирования признакового 
пространства использовались мел-частотные кепстральные коэффициенты 
(MFCC), что обеспечило информативное представление аудиосигналов 
для последующего машинного обучения. Экспериментальные результаты 
показали, что все протестированные архитектуры достигают высоких 
значений Accuracy и F1-score (более 99,3%) во всем диапазоне акустических 
условий. Архитектура CNN+BiGRU продемонстрировала наилучший баланс 
между точностью, полнотой и устойчивостью к шуму, тогда как CNN+TDNN 
выделяется минимальными вычислительными затратами при сопоставимых 
показателях качества. Анализ матриц ошибок подтвердил способность 
моделей надежно различать речь и шум даже при низких уровнях отношения 
сигнал/шум. Полученные результаты свидетельствуют о высокой пригодности 
гибридных нейросетевых архитектур для решения задачи VAD в реальных, 
зашумленных условиях. Наиболее перспективными для практического 
внедрения являются CNN+BiGRU и CNN+TDNN, что открывает возможности 
для использования таких моделей в мобильных, встраиваемых и облачных 
речевых системах.  

Ключевые слова: детекторы голосовой активности, отношение сигнал/
шум, рекуррентные нейронные сети, сверточные нейронные сети, машинное 
обучение 
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обнаружения голосовой активности при низком уровне отношения сигнал/
шум»)

Введение. В современных системах цифровой обработки речи обнаружение 
голосовой активности (VAD – Voice Activity Detection) играет важную роль и 
используется в таких областях, как распознавание речи, телекоммуникации и 
умные голосовые помощники. Практически все современные аудиотехнологии 
требуют надежной и точной работы системы VAD. Это особенно важно при 
использовании таких технологий в мобильных устройствах, умных гаджетах 
для интернета вещей (IoT) и различных системах безопасности. Качество 
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работы VAD напрямую влияет на эффективность голосовых помощников, 
распознавание команд и работу автоматизированных сервисов. Если система 
VAD работает нестабильно, это может привести к ошибкам в распознавании 
речи, задержкам в ответах устройств или даже сбоям в работе важных сервисов, 
что особенно критично для безопасности и повседневного использования 
современных технологий.

Во многих жизненных ситуациях – например, в автобусе, на заводе или в 
шумном торговом центре – голос трудно распознать из-за сильного фонового 
шума. Поэтому задача надежного обнаружения речи при низком отношении 
сигнал/шум (ОСШ) остается очень важной. В подобных условиях обычные 
системы часто ошибаются, ведь речь почти сливается с окружающими 
звуками, и выделить ее становится сложно. Традиционные алгоритмы VAD 
быстро теряют эффективность при ОСШ ниже 0 дБ, что ограничивает 
возможности автоматических речевых систем в практических приложениях.

Современные тенденции развития искусственного интеллекта позволяют 
создавать нейросетевые VAD-системы, способные адаптироваться к шуму и 
эффективно работать даже в сложных акустических условиях. Однако задачи 
обеспечения устойчивой работы VAD при экстремально низком ОСШ, а также 
адаптации таких систем для языков с ограниченным объемом обучающих 
данных и внедрения в устройства с ограниченными вычислительными 
ресурсами по-прежнему остаются нерешенными. Высокая востребованность 
в таких исследованиях связана с необходимостью повышения надежности, 
точности и универсальности голосовых интерфейсов для телекоммуникаций, 
транспорта, индустрии безопасности, робототехники и цифровых сервисов. 
Поэтому научные исследования, направленные на разработку устойчивых 
к шуму нейросетевых систем VAD, сохраняют свою актуальность и 
практическую значимость для дальнейшего развития интеллектуальных 
аудиотехнологий. 

Классические алгоритмы VAD базируются на простых статистических 
признаках – таких как энергия, нулевая частота пересечений (Zero Crossing 
Rate), спектральная энтропия, линейное предсказание (LPC) и спектральное 
вычитание. Они характеризуются низкой вычислительной сложностью 
и высокой скоростью, что удобно для работы в реальном времени. Однако 
при снижении ОСШ ниже 5 дБ их эффективность резко падает (Lu, 2010; 
Hu, 2007). Более совершенные системы, реализованные в кодеках G.729B, 
AMR и WebRTC, используют спектральную энергию и эвристики, оставаясь 
надежными при ОСШ > 10 дБ, но становятся неустойчивыми при ОСШ < 0 дБ 
– растет количество ложных срабатываний (FP – False Positive) и пропусков 
речи (FN – False Negative).   

Для повышения устойчивости VAD применяются методы шумоподавления 
– минимизация спектральной энтропии (SMPR), спектральное вычитание 
(SS), вейвлет-преобразования (DWT) и их комбинации с алгоритмами 
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машинного обучения. Гибридные архитектуры, такие как SS+DWT+SVM, 
демонстрируют высокие показатели качества (PESQ, STOI) даже при –10 дБ 
(Iqbal, 2025; Nagaraja, 2024), однако требуют ручной настройки признаков 
и недостаточно эффективны при динамических шумах. Предложенный 
метод динамической фильтрации D-FBSS с отдельными DNN-моделями для 
разных типов шума улучшает точность (Aliouat, 2025), но требует больших 
обучающих данных и ресурсов.

С распространением глубокого обучения интерес к нейросетевым 
архитектурам VAD резко возрос. Они показывают лучшие результаты по 
точности и обобщающей способности в условиях шума (Hughes, 2013; Soni, 
2021). Сверточные сети (CNN) успешно извлекают устойчивые временно-
частотные признаки (Tan, 2024), рекуррентные LSTM и GRU учитывают 
временные зависимости (Han, 2024), а двунаправленные BiLSTM, BiGRU 
повышают полноту, хотя менее подходят для реального времени (Wilkinson, 
2021; Suvorov, 2018). TDNN (Time Delay Neural Network), адаптированные 
из ASR, обеспечивают эффективную обработку временных зависимостей с 
низкой задержкой и высокой устойчивостью к шуму (Snyder, 2017).

Современные гибридные решения (например, DWT-CNN-MCSE) 
обеспечивают прирост точности распознавания при ОСШ –10 дБ (Cherukuru, 
2024), извлекая пространственно-временные признаки. Однако большинство 
исследований ограничено фиксированными уровнями шума (–5, 0, 5 дБ), 
редко охватывает ОСШ ниже –10 дБ, фокусируется на англоязычных корпусах 
(TIMIT, LibriSpeech) и редко оценивает вычислительную сложность моделей.

Несмотря на современные достижения, задача точного обнаружения речи 
при очень низком ОСШ (до –20 дБ) остается нерешенной, особенно для 
языков с ограниченным объемом фонетических данных, например казахского. 
Актуальным становится использование реалистично зашумленных данных 
(KSC2 (Mussakhojayeva, 2022), ESC-50 (Piczak, 2015), исследование 
разных нейросетевых архитектур (CNN+BiGRU, CNN+GRU, CNN+LSTM, 
CNN+BiLSTM, CNN+TDNN), анализ метрик качества (Accuracy, Recall, 
Precision, F1), влияния ОСШ (–20…+30 дБ) и баланса между качеством и 
вычислительной сложностью моделей. Все это подтверждает актуальность 
разработки устойчивых и эффективных VAD-систем для работы в реальных 
шумных условиях. 

Материалы и методы. В качестве данных использовался Kazakh Speech 
Corpus (KSC2), содержащий записи 30 дикторов, к которым добавлялись 
различные типы шумов (белый, бытовой, природный, городской, животные) 
из набора ESC-50. Все записи были размножены с уровнями ОСШ от –20 до 
+30 дБ, что обеспечило широкий спектр акустических сценариев. На этапе 
обработки аудиофайлы были автоматически сегментированы на отдельные 
слова (словоформы), из которых затем извлекались мел-частотные 
кепстральные коэффициенты (MFCC), нормализованные в диапазоне [0, 1]. 
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Модели обучались и тестировались на сбалансированных по классам 
выборках, разделенных по дикторам в пропорции 80:20. Были реализованы 
пять гибридных нейросетевых архитектур (CNN+BiGRU, CNN+GRU, 
CNN+LSTM, CNN+BiLSTM, CNN+TDNN), различающихся типом 
рекуррентных и сверточных слоев. Обучение проводилось с использованием 
Adam-оптимизатора и функции потерь categorical crossentropy. 
Эффективность моделей оценивалась по метрикам Accuracy, Precision, Recall, 
F1-score и анализу матриц ошибок на разных уровнях ОСШ. Эксперименты 
выполнялись на вычислительной платформе с GPU RTX 4090 и современными 
инструментами Python (Librosa, TensorFlow, Scikit-learn).

Результаты. Для оценки качества детектирования речевой активности в 
зашумленных условиях были протестированы пять гибридных нейросетевых 
архитектур: CNN+BiGRU, CNN+BiLSTM, CNN+GRU, CNN+LSTM и 
CNN+TDNN. Все модели обучались и тестировались на едином датасете с 
варьируемым ОСШ от –20 до +30 дБ, что обеспечило объективное сравнение 
их производительности. Оценка велась по стандартным метрикам бинарной 
классификации: F1-score, Accuracy, Precision и Recall, что позволяет 
комплексно оценить работу моделей в разных акустических условиях.

На рисунке 1 представлена динамика изменения точности классификации 
(Accuracy) в зависимости от уровня ОСШ для всех протестированных моделей. 
По мере увеличения значения ОСШ наблюдается стабильный рост Accuracy 
для каждой архитектуры. Следовательно, уже при значениях ОСШ выше 0 
дБ точность всех моделей превышает 95%. Это подтверждает способность 
архитектур эффективно работать в относительно чистых акустических 
условиях.

Рисунок 1 – Зависимость общей точности от уровня ОСШ для всех протестированных 
моделей
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Однако в области отрицательных значений ОСШ (от –20 дБ до 0 дБ) 
проявляются характерные различия между моделями. Архитектуры 
CNN+BiGRU и CNN+LSTM показывают более высокие значения Accuracy 
на всем шумовом диапазоне, сохраняя лидерство даже при экстремальном 
уровне зашумления. Напротив, для CNN+TDNN и CNN+GRU характерно 
существенное снижение точности при ОСШ ниже –10 дБ, что ограничивает 
их применение в особо сложных акустических условиях.

Таким образом, сравнительный анализ на всем диапазоне ОСШ 
демонстрирует разную степень устойчивости протестированных моделей к 
шумовым искажениям, что необходимо учитывать при выборе архитектуры 
для практических задач в реальных условиях эксплуатации.

В таблице 1 представлены усредненные по всем значениям ОСШ 
результаты для каждой архитектуры. Наивысшие значения F1-score (99,6%) 
показали модели CNN+BiGRU, CNN+LSTM и CNN+GRU, что отражает их 
высокую согласованность в классификации речевых и неречевых сегментов.

Таблица 1. Сравнение метрик классификации для различных нейросетевых архитектур 
при варьирующемся уровне отношения С/Ш

Модель F1, % Precision, % Accuracy, % Recall, %
CNN+BiGRU 99,6 99,4 99,6 99,8

CNN+BiLSTM 99,5 99,2 99,6 99,8
CNN+LSTM 99,6 99,5 99,7 99,8
CNN+TDNN 99,3 98,7 99,3 99,9
CNN+GRU 99,6 99,3 99,6 99,9

Максимальная Accuracy (99,7%) отмечена у CNN+LSTM, демонстрируя ее 
стабильность по всем условиям тестирования. Модель CNN+TDNN, хотя и 
показала минимальное значение Accuracy (99,3%), обеспечила максимальный 
Recall (99,9%), что свидетельствует о высокой чувствительности к речевым 
событиям даже при низком ОСШ. Таким образом, различия между 
архитектурами проявляются в балансе между точностью и полнотой, что 
важно при выборе модели для практического внедрения.

Параметры обучения приведены в таблице 2. Для всех моделей 
использовались одинаковые условия: 10 эпох, размер батча 1024. Accuracy 
на обучающей и тестовой выборках стабильно достигала 96% для всех 
архитектур, значения Loss – в диапазоне 9,8–10,5%.

Таблица 2. Результаты обучения моделей: точность, потери и количество параметров
Модель Количество 

эпох
Точность
(train/test)

Потери
(train/test)

Количества 
параметров

CNN+BiGRU 10 96%/96% 9,8%/9,9% 11 106
CNN+BiLSTM 10 96%/96% 9,8%/9,8% 13 538
CNN+GRU 10 96%/96% 10,2%/10,1% 6 050
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CNN+LSTM 10 96%/96% 10,1%/10,3% 7 010
CNN+TDNN 10 96%/96% 10,4%/10,5% 5 650

Кроме того, на рисунке 2 представлены детализированные графики, 
иллюстрирующие процесс обучения нейросетевой модели CNN-BiGRU. На 
левом графике отображается динамика изменения значения функции потерь 
(loss – для обучающей выборки, val_loss – для валидационной), а на правом – 
изменение точности классификации (acc – для обучающей выборки, val_acc 
– для валидационной) на протяжении всех эпох обучения.  

Рисунок 2 – Обучение модели CNN-BiGRU 

Как видно из графиков, на первых этапах обучения наблюдается быстрое 
снижение значения функции потерь, что свидетельствует о быстрой адаптации 
модели к данным. Параллельно с этим фиксируется устойчивый рост точности 
классификации на обеих выборках. Уже к 6–7-й эпохе модель достигает 
высокой точности – более 96%, а значения функции потерь стабилизируются, 
что указывает на завершение фазы активного обучения и переход к режиму 
устойчивой работы без признаков переобучения. Отсутствие существенного 
расхождения между кривыми для обучающей и валидационной выборок 
подтверждает, что модель обладает хорошей способностью к обобщению и 
не склонна к переобучению на обучающих данных. 

Также графики динамики обучения свидетельствуют о стабильной 
сходимости и отсутствии переобучения. Число параметров у моделей 
варьируется от 5 650 (CNN+TDNN) до 13 538 (CNN+BiLSTM), что отражает 
различия в архитектурной сложности и потенциальном влиянии на 
вычислительные затраты в реальном применении.

На рисунке 3 показано, как F1-score модели CNN+BiGRU меняется 
в зависимости от ОСШ. При ОСШ –20 дБ F1-score составляет 46%, что 
свидетельствует о резком снижении качества классификации в условиях 
экстремального шума.
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Рисунок 3 – Зависимость F1-меры от значения отношения С/Ш для модели CNN+BiGRU

Уже при –12 дБ F1-score возрастает до 91%, демонстрируя восстановление 
эффективности даже при отрицательных значениях ОСШ. При ОСШ выше 
–4 дБ F1-score стабильно превышает 98% вплоть до +18 дБ, отражая высокую 
устойчивость модели. В диапазоне от –18 дБ до –4 дБ наблюдается наибольший 
прирост F1-score, что указывает на чувствительность модели к уровню шума 
в наиболее сложных условиях. Такая зависимость позволяет определить 
диапазон рабочих режимов модели и границы, при которых обеспечивается 
требуемое качество классификации.

Для детального анализа характера ошибок классификации рассмотрена 
модель CNN+BiGRU на уровне ОСШ –6 дБ – этот уровень выбран как 
показательный для сравнения, поскольку он позволяет выявить особенности 
работы архитектуры в сложных, но не экстремальных, шумовых условиях. На 
рисунке 4 приведена нормализованная матрица ошибок (confusion matrix) для 
CNN+BiGRU, отражающая доли правильно и ошибочно классифицированных 
сегментов по классам «речь» и «шум».

Рисунок 4 – Матрицы ошибок CNN+BiGRU при низком уровне ОСШ
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Для данной архитектуры точность определения речевых сегментов 
составляет 92,81%, а шумовых – 97,79%. Доля ложноположительных 
результатов (False Positives) составляет 2,21%, а ложноотрицательных (False 
Negatives) – 7,19%. Такой анализ позволяет наглядно продемонстрировать, 
что даже при значительном уровне акустических помех модель сохраняет 
приемлемый баланс между точностью и полнотой, корректно различая 
большинство речевых и неречевых фрагментов.

Выбор именно CNN+BiGRU обусловлен тем, что эта архитектура сочетает 
высокие показатели качества с устойчивостью к шуму, и может служить 
наглядным примером типичного распределения ошибок для современных 
нейросетевых VAD-систем при сложных акустических сценариях.

Обсуждение. Полученные результаты показывают, что все 
протестированные нейросетевые архитектуры обеспечивают высокое 
качество обнаружения речевой активности при широком диапазоне 
уровней ОСШ. Архитектуры CNN+BiGRU, CNN+LSTM и CNN+GRU 
достигли максимального F1-score (99,6%), что свидетельствует о надежной 
классификации речи даже в сложных условиях. Модель CNN+LSTM также 
показала наивысшую среднюю Accuracy (99,7%), а CNN+GRU и CNN+TDNN 
отличились максимальным Recall (99,9%), что важно для задач, где критична 
полнота обнаружения.

CNN+TDNN при минимальном числе параметров (5 650) демонстрирует 
сравнимую точность с более сложными моделями, что делает ее оптимальной 
для встроенных систем с ограниченными вычислительными ресурсами.

Рост F1-score и Accuracy моделей с увеличением ОСШ подтверждает 
их устойчивость к шуму. Так, у CNN+BiGRU при ОСШ –12 дБ F1-score 
превышает 90%, а при ОСШ ≥ 0 дБ стабильно превышает 98%. Матрица 
ошибок для CNN+BiGRU при ОСШ –6 дБ подтверждает сбалансированность 
показателей точности и полноты даже при сильных помехах.

Сравнение архитектур также показывает, что более сложные модели 
требуют больше времени и ресурсов на обучение, но не всегда значительно 
превосходят по качеству более компактные решения.

Таким образом, CNN+BiGRU и CNN+TDNN можно рассматривать как 
наиболее сбалансированные по качеству и вычислительной эффективности 
варианты для практического применения в шумных акустических условиях. 
В дальнейшем требуется исследование работы моделей на реальных 
аудиопотоках и с динамическими шумами.

Заключение. В данной работе выполнено экспериментальное сравнение 
пяти гибридных нейросетевых архитектур, таких как CNN+BiGRU, 
CNN+GRU, CNN+LSTM, CNN+BiLSTM и CNN+TDNN для детектирования 
речевой активности VAD в условиях широкого диапазона шумовых помех. 
Для анализа использовался Kazakh Speech Corpus (KSC2), дополненный 
реалистичными шумами из ESC-50 при ОСШ от –20 до +30 дБ, а в качестве 
признаков применялись MFCC.
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Полученные результаты показали, что все протестированные модели 
обеспечивают высокое качество классификации на всем диапазоне условий 
(Accuracy и F1-score свыше 99,3%). Лучший баланс между точностью, 
полнотой и устойчивостью продемонстрировала архитектура CNN+BiGRU, а 
CNN+TDNN показала высокие результаты при минимальной вычислительной 
сложности, что особенно важно для встраиваемых решений.

Анализ матриц ошибок подтвердил, что предложенные подходы 
позволяют эффективно разделять речь и шум даже при низких значениях 
ОСШ. Наиболее перспективными для практического внедрения являются 
архитектуры CNN+BiGRU и CNN+TDNN, пригодные для использования в 
голосовых ассистентах, телекоммуникационных и мониторинговых системах 
в сложных акустических условиях.

В перспективе предполагается интеграция разработанных VAD-моделей 
с другими системами обработки аудиосигналов, такими как автоматическое 
распознавание речи и системы интеллектуального управления, для создания 
комплексных решений.
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