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SEMANTIC ANALYSIS OF THE KAZAKH LANGUAGE BASED
ON THE APPROACH OF NEURAL NETWORKS

Abstract. This paper provides an overview of existing modern methods and software approaches for semantic
analysis. Based on the research done, it was revealed that, for the semantic analysis of text resources, an approach
based on machine learning is most used. This article presents the developed algorithm for the semantic analysis of
the text in the Kazakh language. The paper also presents a software solution to this approach implemented in the
Python programming language. The vector representation of words was obtained by machine learning based on the
corpus, which is 1 million sentences in the Kazakh language. In the software implementation, well-known libraries
such as gensim, matplotlib, sklearn, numpy, etc. were used. Based on a set of semantically related pairs of words, an
ontology for a specific document is built, which is formed during the operation of a neural network. The paper
presents the results of the experiments in the graphical form of a set of words. The novelty of the proposed approach
lies in the identification of semantic close words in meaning in texts in the Kazakh language. This work contributes
to solving problems in machine translation systems, information retrieval, as well as in analysis and processing
systems in the Kazakh language.
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1 Introduction

Computer semantic analysis is closely related to the problem of text understanding by a machine. There
are many interpretations of the concept "meaning of the text" and the tasks of understanding it. For
example, according to D.A. Pospelov [1], the system understands the text entered into it if from the point
of view of a person (or a group of experts) it correctly answers questions related to the information
contained in the text. Here we can talk not about simply obtaining facts that are clearly present in the text,
but about revealing the hidden meanings that the author introduces. D.A. Pospelov identifies several levels
of text comprehension, from the point of view of the complexity of the questions that the intellectual
system should be able to answer. Guided by the definition from [1], the meaning of the text can be
considered as a description of the knowledge contained in it, in the formal language of knowledge
representation, which allows solving a fairly wide range of problems related to text analysis, and the
problem of semantic analysis - as a translation of a natural language - expressions into the language of
knowledge representation. For example, the language of first-order predicates, semantic networks, frames,
as well as ontologies and thesauri can act as a language for representing knowledge of a text in a natural
language.

In the 60s and 70s, the main approach to representing the semantics of a language was the component
approach, within which the meaning of each word in a natural language had to be represented as a
combination of semantic universals. By the mid-1980s, it became clear that a generally accepted set of
such universals had never been compiled. Relational semantics has become an alternative to the
component approach in semantics. In this approach, the meanings of the words of the language are
described by setting connections with the meanings of other words, and the entire conceptual system of
the language is represented as a semantic network [2].

Review of methods and software approaches for semantic analysis. Of course, no software can replace
the analysis that humans can think of. However, the programs that are currently being developed can
reduce the time spent studying large databases. In this regard, the work of the following programs for
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solving problems of semantic text analysis is considered. Software offered by various manufacturers, such
as “Semantic LLC”, “Tomita-parser (Yandex)”, Semantic Analyst “JHON”, “SummarizeBot API”,
“TextAnalyst 2.0”, “Galaktika-ZOOM?”, “NLP ISA”, “Natasha” and etc. is used in various subject areas
and for different languages [3-10]. A complete overview of existing modern systems of semantic analysis
and their description are presented in table 1.

Table 1 — Review of modern software systems for semantic text analysis

System name Description
“Semantic LLC” is a program for editing unstructured text. The semiconductor line is graphically oriented,
each node is a semantic element, and the walls represent the elements of the elements.
Each node attribute has a great value, the set of attributes depends on the element type.
“Tomita-parser (Yandex)” a program that allows you to extract facts from structured text. Separation of facts is
based on context-independent grammar rules. And the program requires a dictionary of
keywords. The parser will write its own grammar.
“JHON” The semantic analyst "JHON" receives the meanings of a natural language in Russian and
solves the following tasks: lexical analysis, morphological analysis, syntactic analysis,
semantic analysis - involving the triad of subject-object relations, creating a semantic
network of text, fact of events.
“SummarizeBot API” The web service offers a RESTful API to handle all text and image processing tasks. It
uses over 100 languages including Russian, English, Chinese, Japanese and uses machine
learning technology. The current version uses the following parameters: 1) automatically
link to text; 2) Selection of keywords and conceptual documents; 3) Analysis of a sample
of documents and selection of material objects and attributes; 4) Automatically detect the
language of the document; 5) Obtaining unpublished data: the main text of articles,
forums, forums, etc.; 6) Image processing: identification and recognition of objects in
images.
“TextAnalyst 2.0” the program was developed by the research and production innovation center
MicroSystems as a tool for text analysis. Text links allow you to create a semantic web of
comments, expressed in processed text. The request has the ability to semantic search for
text fragments, taking into account the semantic links hidden in the text. Allows you to
parse text by composing a hierarchical tree / heading topics containing text.
“Galaktika-ZOOM” an automated information search and analysis system manufactured by the Galaktika
Corporation. It is a powerful editing and processing tool that allows you to get the
information you need in large quantities. It is offered as a commercial system with
consumers in advertising, government, and media. This program allows you to build
semantic networks, but its program codes are not shared with the system.
“NLP ISA” For the text, a tree of analyzed analysis was built, the semantic role and connections were
established. Allows you to select serialized syntax and semantic analysis mode.
Alternatively, you can also select a mode that has a syntax-semantic mode combination.
“Natasha” it is a set of rules for getting a Tomita parser for Python and a set of ready-to-execute
rules, addresses, terms, sums and other objects.

Scientific works [11-13] describe the basic ideas of information retrieval. Various options for finding
text statistics are presented, which include counting the number of occurrences of words in documents and
the frequency of word contiguity, and new model architectures for computing continuous vector
representations of words from very large datasets. The quality of vector representations of words obtained
by various models was studied using a set of syntactic and semantic language problems. In [14], the
application of language models of a neural network to the problem of calculating semantic similarity for
the Russian language is shown. The tools and bodies used, and the results achieved are described.

The above software products are designed for multi-resource languages such as English, Spanish.
Russian, etc. Unfortunately, for the Kazakh language now there is no software implementation in the open
access. This is since the Kazakh language differs in its semantic and linguistic properties from others, and
also does not have large linguistic resources for conducting applied research.

2 Algorithm for semantic analysis of text in the Kazakh language

During digital technologies, given the constant growth of the volume of digital data, an important role
is played by improving the quality of information retrieval using new semantic approaches and methods.

To work with big data, various algorithms and methods are being developed for the machine solution
of this problem, since the amount of data does not allow for manual analysis. Any natural language is
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complex, unique, and multifaceted in its own way, therefore, extracting data from documents and text
resources is a large and time-consuming work that requires preliminary processing.

Based on the research done from the developed models used most for the semantic analysis of text
resources, there is an approach based on machine learning. Below will be presented the developed
algorithm for semantic analysis of text in the Kazakh language and implementation based on this
approach. When developing an algorithm to map certain information to a certain attribute, we opted for a
neural network (NN) with a hidden layer (100). Neural network training consists of the following parts:

- Text preprocessing. Text preprocessing consists of three stages: tokenization, removal of stop
words, normalization of words.

- Construction of the feature vector. The feature vector is a sign of the characteristic we are
interested in. For one descriptor, the features were taken as follows: a window of two words after, five
before was taken in the text of the article at the place of occurrence of the element. Moreover, a dictionary
is formed for each descriptor, which is responsible for the presence of the specified word in the dictionary.
All features of each descriptor are collected into one and a feature vector is constructed.

- Training the neural network. The network is trained by presenting each input dataset and then
propagating the error.

At the second stage, the neural network was trained. For text preprocessing, the developed natural
language processing modules were used. After applying these modules, we extracted the features of our
descriptor. A feature vector was then constructed using the extracted data. The constructed feature vector
was compared with certain keywords, determined by the modified TF-IDF method for the Kazakh
language.

3 Software solution and algorithm implementation

This is one of the most difficult and demanded tasks facing artificial intelligence is NLP (Natural
Language Processing). To solve and implement NLP tasks currently, there are several software systems
and libraries, which include the tasks of speech recognition, language formation and information
acquisition, etc.

Python is currently one of the most promising programs for solving NLP problems. Libraries written in
Python are designed to solve NLP problems and allow you to simulate various languages and processing
functions.

There are also many types of libraries, consider the most famous and applicable for word processing
tasks:

Spacy, NLTK, CoreNLP, StanfordNER, etc. Table 2 below shows a comparison of the functional
capabilities for solving the NLP problem.

Table 2 — Comparison of the capabilities of libraries aimed at solving NLP problems

Function Spacy NLTK CoreNLP
Programming language Python Python Java/Python
Neural network models + - +
Vector of integrated words + - -
Multilingual model + + +
Tokenization + + +
POS tagging + + n
Segmantation + + +
Parsing + - +
Highlighting named objects + + +
Communication between objects - - -
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Having studied the technical possibilities for the implementation of the semantic analysis algorithm
and training the neural network, the authors will use the Spacy and StanfordNER libraries. The
StanfordNER and Spacy libraries allow us to model our own model. It also allows you to make the
necessary configurations, depending on the specifics of the (Kazakh) language in question.

It is necessary to define the StanfordCoreNLP settings [15]: token- tokenize; ssplit - distribution of
offers; pos - speech definition; lemma - find the original form of each word; ner - highlighting named
objects; - regexner - work with regular expressions; parse - semantic analysis of each word; depparse -
definition of syntax between words and sentences.

Further, figure 1 shows the developed algorithm for the implementation of semantic analysis taking
into account keywords and describes the work of the modules.
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Figure 1 — Algorithm for the implementation of semantic analysis taking into account keywords

The input is text data. To train the model, set the following parameters: The dimension of the feature
vectors is 100; The maximum distance between the current and predicted word in a sentence is 5; The

minimum education level is 1; The cutoff frequency is 4 words.
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>>> model = WordVec(sentences, size=100, window=5, min count=5,
workers=4)

Record initialized model

>>> model.save (fname)

>>> model = WordVec.load (fname) #

Now you can train with the resulting model. For training the model, a monolingual Kazakh corpus was
prepared, which is in the SQL database. When the text is processed by the model, vectors of words are
identified, which are stored in the model.wv module in KeyedVectors. The resulting vectors of words are
also compared with keywords (phrases) from the text corpus for the purpose of further use as possible
values of semantic attributes of entities. Once the model finishes training, you can go to
gensim.models.KeyedVectors in wv:

>>> word vectors = model.wv

>>> del model

The gensim.models.phrases module automatically detects a long chain of words. This module allows
us to define phrases through learning.

>>> bigram transformer = gensim.models.Phrases (sentences)

>>> model = Word2Vec (bigram transformer[sentences], size=100, ...)

class gensim.models.wordvec.Corpus (dirname)

class
gensim.models.wordvec.LineSentence (Source, max_sentence_length=10000,
limit=None)

After completing the gensim module, you can then start training the neural network.

sentences = LineSentence('myfile.txt')

from gensim.models import Word2Vec # define training data

sentences = [['yn (ul)', 'Ganamap (balalar)', 'kusmapra (gyzdarga)',
'kaparaHzma (garaganda) ', 'MmeKTH (mygty) ', 'Gojmame (bolady) '],

['An (Al)', 'kw3 (qyz)', 'Gamamnap (balalar)', 'yiamapra (uldarga)',
'KaparaHza (garaganda )', 'He3ik (nazik) '], [ 'Kez (Qyz) ', 'oJIeMH1H
(alemning) ', 'kepxki (korki)'],

['Tynn (Gul)', 'xepzmin (zherding)', 'xepxi (korki)'],

['KazakcTan (Kazakhstan)', 'pecnybaukacu (respublikasy)', 'Toyenci=s
(tauelsiz) ', 'memnexer (memleket)']]..

As a result of the obtained trained model, it is necessary to check the obtained data. You can also create
a graphical interpretation of the results (Figure 2).

The NER Stanford software package was used to train the model. The following is a listing of working
with the Stanford NER library and software implementation

>>> trainFile = train/dummy-kazakh-corpus.tsv serializeTo = dummy-
ner-kazakh-french.ser.gz map = word=0,answer=1

useClassFeature=true useWord=true useNGrams=true noMidNGrams=true
maxNGramLeng=6 usePrev=true useNext=true

useSequences=true usePrevSequences=true maxLeft=1 useTypeSeqgs=true
useTypeSeqgs2=true useTypeySequences=true wordShape=chris2uselC
useDisjunctive= true

— 7) ——
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Figure 2 - Graphical representation of the vector space of practical results
of the semantic analysis of the text in the Kazakh language

>>> cd stanford-ner-tagger/
java -cp "stanford-ner.jar:lib/*" -mx4g edu.stanford.nlp.ie.crf. CRFClassifier -prop train/prop.txt

import nltk
from nltk.tag.stanford isport StanfordNERTagger

¢ Opticnal

import os

Java_path = “C:\Program Files (x86)\Java\jdx1.#.0 201°
os.environ|'JAVA HOME'] = java_path

sentence = U KASANCTANAA ARMA SCoRl. ANMATM NARACMHRA YasHy mopaps oKy OpMM OpMARACKAN®

Jar = ', /stanford-ner-tagger/stanford-ner.jar’
nodel = '.htan[ord-mr-uogerf.;—mr-m}.—rrench.ur.a'

ner_tagger = StanfordiERTegger(model, Jar, encodinge'utfd’)

words = altk.word_tokenize (sentence)
print(ner tagger.tag(words))

Figure 3 — An example of input data of text for the program .NER
—— 73 ——
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The problem was successfully solved by using a morphological parser for marking up parts of speech
in texts with the subsequent application of the machine learning method of semantically related keywords
(phrases). A trained neural network with a hidden layer is applied to the set of these phrases in order to
assign a specific phrase to a specific attribute of the entity described in the text. Thus, based on a set of
semantically related pairs of words, an ontology is built for a specific document, which is formed during
the operation of a neural network.

Conclusion

To solve the problem, semantic analysis in the Kazakh language is based on machine learning. The
program is implemented in the python programming language, using the libraries gensim, matplotlib,
sklearn, numpy, etc. A set of vectors of words in the Kazakh language was obtained, which was trained on
the corpus, which is 1 million sentences. The corpus is fed to the program input in a normalized form.
Further, to improve the result, the corpus will be supplemented with proposals on various topics.
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I.P. Paxumoga'?, 9.0. Typranoaena!

19n-Mapabu arbigars Kasak yiTTeik yauBepeureti, Anmarsl, Kasakcran;,
2AKIIapaTThIK KOHE €CENTEyill TEXHOIOTUsIIAp MHCTHTYThI, AnMarsl, Kazakcraun

HEWPOHBIK )KEJLJIEPTE HET'I3EJATEH KA3AK TIITHIH CEMAHTHKAJBIK TAJIJAYBI

AHHOTanMs. AKMapaTThIK JKOHE CMapT TEXHOJOTHSIAPIbIH, KACAHIbl MHTEIUICKT XKYHEeNepiHiH qaMyblHa TaOWFU Tinaepai
OHJIeY FBUIBIMHM 3€pTTCY Cajachl YJIKEH BIKMaJbIH THIi3il »KaThlp. Makajaja CeMaHTHKaJblK TaljiayFa apHaiFaH Kasipri
YaKBITTaFbl O/licTep MEH OargapiamMaiblK TOCUIIEpiHe jKacalFaH >KaNMbl MOy KaMThuraH. JKypri3ireH 3eprreynep HerisiHzae
MOTIHAIK pecypcTap/ibl CeMaHTHKAJbBIK TANAay YIIiH MallMHAIBIK OKBITYFa HETi3[eNreH d/ic KoM KOJJaHbUIATHIHBI aHBIKTaJbL.
Makasnaja Kint ce3aepi eckepy apKbUIbl Ka3ak TiNiHIErT MOTIHIe CEMaHTHKAJIBIK Taliay jKacay IblH aJrOPUTMI YChIHBUIFAH JKOHE
MOJYJIBJICP KYMBICHI CHNaTTanFan. beirini 6ip akmapaTTel Oenrii 6ip aTpuOyTKa COMKECTCHIIPY aJrOPUTMIH jKacaraHaa TaHAay
*achIpbiH Kabathl 6ap (100) HelipouasIk xemire TokTaas! (NN). bactanke! ke3eH e MOTIH/II al/IbIH ajla eHaeiel. MoTiH/l allbH
ana ewjey YUIiH TaOWFH TNl eHJIeyre apHaifaH ©3iMi3 )acaraH MOAYJbIAep KoiaaHeuigbl. OChl MOAYIbACPAi KOJIaHFaHHAH
Keitin peckpunTop Oenrizepi anbiHasl. ComaH KeliH ajbIHFaH MONIMETTEpAl KOJIaHa OTBIPHIN, OeNriiep BEeKTOPHI KYPbUIIbI.
Kypeurran Oenrinep BekTOphl Ka3ak Timi ymiH esrepriireH TF-IDF omicimeH aHpIKTanmFaH Oenriimi Oip KT ce3mepMeH
CaNIBICTHIPBUIABL. EKiHIN Ke3eHAe HEeHpOHIBIK skesi OKBIThUIABL. CoHpaii-ak, Oepinren oxmicTiH Python Oarmapmamanay TtimiHzge
OpBIHJAIFaH OarapiaMalbIK IIenriMi YChIHBUIFaH. bargapiaMaibIK skacaKTaMaHBl icke acklpyzna gensim, matplotlib, sklearn,
numpy >koHe T.0. CHSKTHI KeH TaparaH KiTalxaHajJap KOJIAaHBULAEL. Mopenbai OKBITY VIIIH Kelleci ITapaMeTpiiep OpHAaTBUIIBL:
MYMKIH/IK BEeKTOPBIHBIH omemMi 100; ceiiemaeri arbIMIarbl )KoHE OOJDKAHATBIH CO3 apachIHIAFbl aca YIIKCH apaKallbIKTHIK S5;
OLMIMHIH MUHMMAJIbI JICHredi - 1; kecy »xuinmiri 4 cesnmeH Typansl. COHBIMEH KaTap, MOJCNBII OKBITY YIIH Ka3ak TiTiHIe
1 MHJUTHOH coilieMHEH TypaThIH sxoHe SQL ManimerTep 6azachiHAa opHalackaH 0ipTyTac Kazak KOpITychl AaifbiHaanapl. MaTiHai
MozenbMeH enzereH kesne KeyedVector-nma model.wv MonyliHAe cakTajifaH €e3 BEKTOpJIApbl aHBIKTANaJbl. AJIBIHFAH CO3
BEKTOpJIapbl MOTiH KOPITYCHIHZAFbI KUIT co3aepMeH (Co3 TipKeCTepiMEeH) CalbICTBIPbLIAIbI, Oy CEMAHTUKAIBIK aTpHOYTTapIbIH
BIKTAMAaJl MOHIH 9pi Kapall maiganaHy MakcaThIHIA jkacanaabl. HakTel Oip KyKaTka apHAJIFaH OHTOJOTHS HEHPOHBIK >KENiHIH
JKYMBICBI OapbIChIHAA Taiia OONaThIH CEMAHTHKANBIK OaiiIaHBICTBI KYI O KUBIHTBIFBIH KOJIIAHY apKbUIBI JKacalFaH.
JKyMBICEIMBI3 A XKYPTi3ireH ToXipuOe HOTMKEC] O3 YKUBIHTHIFBIHBIH IpaduKalbIK TYpiHIe KopceTiIreH. ¥ ChIHBUIFaH TACUITIH
JKAHAIBIFBI — Ka3aK TUTHAEri MOTIH MarblHACHI JKaFblHAH JKAKbIH CO3IEpi aHbIKTay. Byl jKYMbIC MallMHAIBIK aygapMa
KYHeciHeri, aknapatTThl i37ey IeTi, COHBIMEH KaTap Tajiay jKOHE OHJCY JKYHECIHIeTi Maceneep Il MIeNIyre bIKnaa eTeli.

Tyiiin ce3nep: word2vec, MoJelb, O3, BEKTOPJIBIK, KOPIHIC, CEMAHTHKAIBIK, TAJAAY, Ka3akK, TiIi.
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CEMAHTHYECKH AHAJIA3 KA3AXCKOI'O SI3bIKA
HA OCHOBE IOAXOJA HEMPOHHBIX CETEU

AHHOTanus. B manHOW pa0oTe mpencTaBieH 0030p CYHIECTBYIOMIMX COBPEMEHHBIX METOAOB M MPOTPAMMHBIX IOAXOHOB
CEMaHTHYECKOTo aHanmm3a. Ha ocHOBe MpomenaHHBIX MCCIEIOBAHHUN BBISBICHO, YTO U CEMAaHTHYECKOTO aHANIN3a TEKCTOBBIX
pecypcoB Hambojee TpPUMEHSETCS TMOJXOJ, OCHOBAaHHBIA Ha MAImIMHHOM OOy4deHWH. B naHHOW cTaThe MpencTaBiICH

— 74 ——
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pa3pabOTaHHbIN aNrOPUTM CEMAaHTHYECKOTO aHANN3a TEKCTa Ha Ka3aXCKOM SI3bIKE C YyUETOM KIFOUYEBBIX CJIOB U OMHCAHbI pabOTHI
monyneid. [Ipu pa3paboTke anroputTMa Uit COTMOCTABICHHS ONpeAETIeHHON NHPOpMAIMK ONpeNeIeCHHOMY aTpuOyTy, BBIOOp OBLT
ocraHoBieH Ha HeiiponHod cetd (HC) co ckpeiteim cioem (100). [ns Hawanma BeimomHseTcss mpenoOpaborka Tekcra. Jist
npenoOpaboTKH TeKCTa OBLIM HMCIOJIB30BAaHEI Pa3pa0OTaHHBIE MOIYJIHM OOpabOTKH €CTECTBEHHOTO s3bIKa. [locie mpuMeHeHus
JTAHHBIX MOJXyJed OBUIM M3BJIEYEHHI IPU3HAKN HAIIETO IECKPUITOpAa. 3aTeM C ITOMOINBIO M3BIEYEHHBIX JaHHBIX OBLI HOCTPOCH
BEKTOp NpH3HAKOB. [10CTPOCHHBIN BEKTOP IPH3HAKOB COIMOCTABIISIICS C ONPECICHHBIMU KIIOYEBBIMH CIIOBAMH, ONPEACIICHHBII
MozudumpoBanHsiM MetogoMm TF-IDF s ka3axckoro s3bika. Ha Bropom srtame mnpoucxoquio obydeHue HeifpoHHOW cetH. B
paboTe TaKKe NPECTAaBICHO MPOrPaMMHOE PELleHHe JAHHOTO I0X0/1a, PEaIM30BaHHOTO Ha 3BbIKE NMporpaMMupoBaHus Python.
B nporpaMmHoii peanu3aiiy ObLIH UCTIOIB30BaHbI U3BECTHBIE OMONINOTEKH, Takue Kak gensim, matplotlib, sklearn, numpy u T.1.
s oOyueHuss mozaenu OBUIM 3aJaHBl CIEAYIOIIME MapaMmeTphl: Pa3MepHOCTH BEKTOpOB MpH3HAKOB coctasiser 100;
MakcuMalbHOE PacCTOSHUE MEXAY TeKYIIUM U NPEACKA3aHHBIM CIIOBOM B MPEJIOKEHUHU COCTABIAET 5; MUHIMAaIbHBINH YPOBEHb
obyuennst 1; Iloporosas wacrora cpesa 4 cioB. Taxke s 0OydeHHs MOAENU OBUI MOATOTOBIICH OIHOS3BIYHBIN Ka3aXCKU
KOpITyC, KOTOPBIH cocTaBiseT | MIH NpeMIOKeHUH Ha Ka3aXCKOM si3blke M KoTopbid Haxomutces B BJI SQL. Ilpu oGpabotke
TEKCTa MOJICJIBIO BBIBILSIIOTCSI BEKTOpA CIIOB, KOTOpbIe XpaHsatcs B moxyine model.wv B KeyedVectors. IlonydeHnsie BekTopa
CJIOB TaKKe COIOCTABIIIOTCS C KIIOYEBBIMH CJIOBaMH (CIIOBOCOYETAHMSIMH) M3 KOpPITyca TEKCTOB C IIEJbI0 JajbHEHIIero
UCTIOb30BAaHMS B KAUECTBE BOSMOXKHBIX 3HAYEHHI CEMAaHTHYECKHX aTpuOyToB cymHocTell. [To Habopy ceMaHTHUECKH CBA3aHHBIX
map CJI0B CTPOMUTCS OHTONIOTHS s KOHKPETHOTO MOKyMEHTa, (opmupyromasics mpu pabote HelipoHHoi cetn. B pabore
MPE/ICTAaBICHBI PE3yIbTaThl IPOBEACHHBIX YKCIIEPIMEHTOB B TpadmaeckoM Bujae Habopa cioB. HoBn3Ha mpemnaraeMoro moaxonaa
3aKJTI0YAeTCs! BO BBISBICHHN CEMAaHTHUECKUI ONM3KUX CIIOB IIO CMBICITY B TEKCTaX HAa Ka3aXCKOM s3bIKe. JTa paboTa HeceT CBOit
BKJIAJ B pelIeHHe 3aJad B CHUCTEMaxX MAaIlMHHOTO MepeBoja, MH(POPMAIIOHHOTO IMOWCKA, a Takke B CHCTEMaxX aHaln3a M
00pabOTKY Ha Ka3aXCKOM SI3BIKE.
Kiouesble ciioBa: Mozienb, word2vec, BEKTOpPHOE, IPEJICTABICHHUE, CIIOB, CEMaHTHYECKHUIT, aHAIN3, Ka3aXCKUH, SI3bIK.
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