ISSN 1991-346X Series physico-mathematical. 5. 2020

NEWS

OF THENATIONAL ACADEMY OF SCIENCES OF THE REPUBLIC OF KAZAKHSTAN
PHYSICO-MATHEMATICAL SERIES

ISSN 1991-346X https://doi.org/10.32014/2020.2518-1726.80
Volume 5, Number 333 (2020), 33 —42

UDC 004.032.26
IRSTI 28.23.37

Nurtas Marat!, Baishemirov Zharasbek>*,
Tastanov Madi!, Zhanabekov Zhandos!, Tsay Victor!

nternational Information Technologies University, Almaty, Kazakhstan;
2Abai Kazakh National Pedagogical University, Almaty, Kazakhstan;
3RSE Institute of Information and Computational Technology CS MES RK, Almaty, Kazakhstan;
4Kazakh-British Technical University, Almaty, Kazakhstan.
E-mail: maratnurtas@gmail.com; zbai.kz@gmail.com;
tychty4@gmail.com; zzhanabekov(@gmail.com; tsay.victor96@gmail.com

CLASSIFICATION OF SEISMIC
PHASES BASED ON MACHINE LEARNING

Abstract. In the course of recent years, progresses in sensor innovation has lead to increments in the interest for
automated strategies for investigating seismological signals. Fundamental to the comprehension of the components
creating seismic signals is the information on the phases of seismic waves. Having the option to indicate the kind of
wave prompts better performing seismic forecasting frameworks. In this article, we propose another strategy for the
characterization of seismic waves quantification from a three-channel seismograms. The seismograms are isolated
into covering time windows, where each time-window is mapped to a lot of multi-scale three-dimensional unitary
vectors that portray the direction of the seismic wave present in the window at a few physical scales. The issue of
arranging seismic waves gets one of ordering focuses on a few two-dimensional unit circles. We take care of this
issue by utilizing kernel based machine learning that are remarkably adjusted to the geometry of the circle. The
grouping of the seismic wave depends on our capacity to gain proficiency with the limits between sets of focuses on
the circles related with the various kinds of seismic waves. At each signal scale, we characterize a thought of
vulnerability connected to the order that considers the geometry of the dissemination of tests on the circle. At long
last, we join the grouping results acquired at each scale into a unique label.

Key words: Seismology, machine learning, Al method, seismic waves, time window, three-channel
seismograms, polarization content.

1 Introduction

Seismology is a field of study centered on expanding the comprehension of the Earth's internal
structure through the investigation of Earth’s inner changes through time. There is a solid correlation
between seismology and the sound wave analysis [1-7]. A seismic wave is produced at a source, moves
through a medium, and could be monitored by recording tools. Correspondingly, a sound wave is created
by a source (for example a car signal), moves through the air, and could be heard by the human ear. The
investigation of such signals can give data on the area of the source and the medium through which the
wave has moved.

In the course of recent years, the examination of seismic signals has prompted a more profound
comprehension of the development of our planet, permitted countries to investigate domains for
underground regular assets, and given information valuable to alleviating the impacts of seismic
earthquakes on the human populace [8-11]. The core interest of this development are techniques for
examining seismic signals to obtain data valuable in relieving the impacts of earthquakes on society.
These techniques may prompt advances in Early Seismic Warning Systems (ESWS) innovation and give
an alternate point of view on the investigation of seismic waves. Specifically, we present a methodology
for the classifying seismic phases utilizing Al methods.
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2 Feature Extraction

Given the data set it may seem that it is advantageous to work with a changed adaptation of that
information. In these cases, it is possible to consider measures taken from the information to be features.
Features are helpful to cast the data from an alternate approach and guaranteeing that what is being studied
is depicted by just its most appropriate segments. A single illustration of the benefit of extracting features
from data originates from the investigation of musical genres. In the aforementioned case the processing
file consists of fragments from melodic soundtracks coming from structure distinctive musical genres, for
example, rock, traditional, electronic, hip-hop, and so on. The objective might be to take a melodic
soundtrack for which the genre isn't known and decide in which kind it best "fits". Rather than working
with the melodic time arrangement, it is more valuable to work with features that depict the track, for
example, lumber, beat, recurrence substance, and zero intersections, to give some examples. By changing
the information, it is at times more obvious structures in the information that lead to better characterization
results.

Our examination of the seismogram is performed on a sliding time windows of the three- segment
seismogram [Xg(t) Xn (t) Xz(t)]', t=0, 1, ... (see Fig. 1). We structure the matrix X by gathering T tests of
the seismogram and stacking them into a T x 3 grid

X5(© Xn(® X;(6)

: : t=01,.. ()
c(E+T—1) Xy@t+T—DX,(t+T—1)

It is important to understand however: the matrix X is actually a function of the time t at which we
separate the time window. To mitigate the notations when there is no uncertainty, we decide not to make
this reliance unequivocal. At the point when we think about two unique occasions t and t', or two distinct
seismograms, we use subscripts to separate between the time windows, for example X, X,. Overall, we
use subscripts all through this proposal to demonstrate that the matching vectors, or networks, have been
separated from various seismograms or at various occasions.

2.1 Geometric Polarization Analysis

In order to describe the polarization content in the time window X (1), we propose to break down the
seismic waveform X into a number of components that describe the Earth movement at various scales. For
each scale, we obtain the primary vector of the Earth movement at that scale and utilize this data as the
classifier input. In this segment of the article, we show the multi-scale examination of the matrix X.

We decompose every one of the three sections of X with a l-level stationary wavelet transform (where
1 <logy(T)). The stationary wavelet decomposition is a redundant transform: we get 1 x T coefficients for
every one of the three orientations of the seismogram. Luckily, there exists a quick algorithm to obtain the
stationary wavelet decomposition: the "a trou" calculation [26].

Figure 1 shows a seismic signal (upper left), its spectrogram (bottom left), and the stationary wavelet
transform coefficients (right). The stationary wavelet transform can identify the second and third seismic
waves, while the spectrogram scarcely changes when the waves show up (see Fig. 1-bottom left). Since
seismograms can be estimated with extremely high accuracy utilizing few wavelet coefficients ([3, 16]),
the wavelet transform is more qualified than a brief timeframe Fourier transform to identify seismic rushes
of little plentifulness, as appeared in this model. Left: Z channel of a seismic signal (top) and spectrogram
(bottom). The appearance times of three seismic waves are set apart by vertical bars. Note that the second
and third waves scarcely cause any adjustments in the spectrogram. Right: stationary wavelet transform of
the waveform given in left. The magnitude is color based and shown as a component of time, from fine
scale (top) to coarse scale (bottom).

—— 34 ——
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Figure 1 - A seismic signal

The result of the stationary wavelet examination of X at scale j can be shown as a T x 3 network W/
given by . . .
[ w0 Wy (0) W/ (0) ]

W/ = § : : ji=1..,1 (2
W,j(f—1) WNf(f—1) W;(f—1)

where every column is the stationary wavelet transform of the matching column in X. We pick 1 to be
the most extreme scale permitted by the size of the signal (T) and the size of the channel. The matrix W!
encodes the movement of the Earth — estimated between time t and (t + T - 1) — in every one of the three
orientations at scale j.

For the purposes of discovering the orientation related to the main energy at scale j, we process the
singular value decomposition of W/,

i1 T
' gl1 0 0 [V] ]T
W =|u/it ui2 uid|l o o2 0 ||[V? 3)
0 0 o3 v/ T
VI3
where 6! > 6> and || UM ||=|| V¥ | =1,i=1,2, 3. Furthermore, the T-dimensional vectors U !,

U ** and u 13 are orthogonal, and the 3-dimensional vectors V !, V 3% and V * are also orthogonal. The
vector V! is known as the polarization vector in the seismic literature. At each scale j, we only retain V ub
(and we discard all the remaining vectors), and we denote it by v,

vi=vi1 4)

We map the T x 3 network X to the 3 x 1 multiscale polarization lattice given by,
X g [Vl cee “ee vl] (5)

This map obtains the orientation of maximal polarization over various frequency groups. Basically, it
is a sifting of the polarization vectors over various regions in the recurrence range. The wavelet channel
utilized is significant and based on the channel the nature of the polarization sifting will change. Wavelet
filters that are orthogonal, and have linear phase, are assumed to perform better than non-orthogonal
wavelets. Figure 2 shows feature extraction results. Left: stationary wavelet transforms for a few Xj, 1 =1,
... superimposed on each other; top two lines: scaling capacity (W'), center two columns: coarsest (biggest
scale) wavelet (W?), bottom two lines: next better scale wavelet (W?). Right: the vectors v'; are spoken to
as focuses on the sphere; each column compares to a similar scale j as the two plots on the left =1, 2, 3
start to finish). The shading and state of v/ encode the sort of wave: red star for P, blue cross for L, and
green sphere for testing information.
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Figure 2 - Feature extraction results

2.2 Physical Interpretation

Each point of the sphere is tied to one-time window X over different levels of wavelet decomposition.
This figure shows shading coded training and testing sets. The training set is made of marked stage
classes, (blue-L stage and red-P stage), and the testing set is made of seismic windows of obscure stage.

Our first perception is that on every decomposition scale, points from comparable stage classes group
close to one another and the concentration appears to decrease as the decay scale gets coarser. The
grouping proposes possibility to characterize seismic waves as per a closeness to neighbors on the sphere.
Figure 2 - Left shows a model where the plotted arrangement of testing focuses in green which are
genuinely P-waves and watch they will in general bunch close to the P-wave preparing focuses.

The physical understanding of the polarization highlight vector is identified with the course of
maximal signal energy and has been utilized to depict the orientation of predominant polarization in the
seismology literature as mentioned before. For example, consider the following test. Assume you are
blindfolded and need to find the position an individual who is conversing with you. At the point when that
individual talks, you will in general turn toward the path where the sound is most grounded to give you a
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thought of where the individual is standing. Comparably, the polarization highlight vector gives
comparable data about the seismic wave. The bearings implanted on the sphere S* comprise our element
space.

3 Seismic Phase Learning

3.1 Supervised Learning

“Learning is defined as acquiring new or modifying existing knowledge, behaviors, skills, values, or
preferences and may involve synthesizing different types of information” [26]. Deep learning endeavors to
learn examples and regularities in data. A well known model is that of proposal matrices, which endeavor
to give recommendations dependent on past encounters. For example, when clients give criticism,
regarding different preferences of a tune, on web radio destinations, proposal matrices can take these
contributions to recommend new melodies that might be engaging the client. The way toward obtaning
data from the information gave and performing activities the data discovered sums up the premise of deep
learning.

All the more explicitly, there is a class of deep learning undertakings that gains from information that
has been completely marked. This is known as supervised deep learning, or managed learning. This
approach will be the focal point of this part and will be introduced from the viewpoint of learning the
period of an unlabeled seismic wave.

3.2 Classifiers

We expect that our preparation set is made out of N time windows X;, i =1, ..., N. From every Xj, we
figure the 1 solitary vectors v';,...vi. We will develop at each scale j a capacity f that maps a testing point
v/, with an obscure name, from the sphere S? to the span [-1, 1],

flivies? e fIw) e[-1,1]

We assessed three distinctive arrangement strategies (three unique sorts of fj) utilizing the part
depicted in segment 3.3.1: kernel ridge regression, kernel support vector machines, and k-nearest
neighbors. We utilize a similar sort of characterization strategy fj for all the scales j = 1, ..., 1. Just the
parameters of each capacity fj differ over the scales. Further on, we depict the three distinct
methodologies. Extra insights concerning the executions of these methods can be found in ([12,13] and
references in that).

3.3 Learning on the Sphere

Figure 2-left shows the yield of the stationary wavelet transform (plotted on each other) for a few time
windows Xi removed from various seismograms [14-18]. The main two columns show the scaling
capacity coefficients (W') for the L and P waves, separately. The subsequent two lines show the coarsest
(biggest scale) wavelet coefficients (W?), and the third two columns show the following smaller scale
wavelet coefficients (W?). Figure 2-right shows the area of each v/; related with the time window X;. The
shading and state of the spot speaking to v}; on the sphere encodes the kind of wave: red star for P, blue
cross for L. The green spheres demonstrate the area of testing information for which we don't have the
foggiest idea about the kind of wave [19-23]. The green spheres should be named red stars (P waves) or
blue crosses (L waves). Notwithstanding the way that the X; are obtained from various seismograms
estimated at various stations, the v/ normally bunch together (see for example v'; in the top line of Figure
2-right). We likewise see that the homogeneity of the conveyance of the v/; shifts as an element of the
scale j, demonstrating that a few scales will be more helpful than others to arrange the time windows Xi.

The genuine trouble here is that the standard Euclidean separation between two vectors v and vi,
beginning from two distinctive time windows X; and X», is insubstantial in this specific circumstance. For
the situation where focuses are inspected from a surface, or all the more for the most part a complex, we
have to gauge separations utilizing the geodesic separation characterized on the complex. Then again, we
can build an implanting of the complex into R™ that ideally saves separations (for example bi-Lipschitz),
and measure separates in R™.

For our situation, we approach a shut structure articulation for the geodesic separation and are in this
way ready to represent the nonlinear structure of the element space to arrange the vectors vii. We note that
when the genuine geodesic separation isn't open, an estimate to the geodesic separation is generally near
ideal. For example, Turaga et al. (2008) indicated that the Procrustes approximations to the geodesic
separation on the Stiefel and Grassmann manifolds yield results that are near ideal for different issues
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including the estimation of model parameters in dynamic matrix, movement acknowledgment, and video-
based face acknowledgment [25]. In any case, the calculation of the geodesic separation may end up being
over the top expensive. Sommer et al. (2010) indicated that the addition in precision accomplished with
the genuine geodesic didn't exceed the calculation cost when the specific geodesic was contrasted with a
direct estimation with regards to Principal Geodesic Analysis [24, 27-31].

3.4 Phase Classification on the Sphere

The grouping of a period window X depends on a preparation set of named information to in part
populate the spheres, at all scales j = 1, ..., 1, with data about the kind of waves at the relating areas on the
spheres (see figure 2-right). We join the data given by the preparation marks with the information about
the geometry of the sphere to become familiar with a capacity that depicts the limit between P-waves and
L-waves. In this work, we assessed three distinctive regulated learning strategies to group the vectors v/;:
portion edge relapse, part bolster vector machines, and k-closest neighbors. The key part is the meaning of
a measurement and its related portion to evaluate vicinity on the sphere to in the end consolidate the
characterization results at all scales to produce a mark.

In the accompanying sub-segments, we depict the order of the vector v; at a given scale j. We at that
point propose a data hypothetical measure to consolidate mono-scale characterization scores into a last
grouping outcome.

4. Results

4.1 Evaluation Strategy

As a seismic tremor arrives at the RMSN, it is recorded put away for future examination. Over the
system, a seismic tremor might be able to be detected at one station yet not at another. For example, a
sensor at a chronicle station might be down for fixes which in this way, comprises a botched account
chance.

In the regulated learning worldview, one must ensure a particular classifier isn't prepared with
information that will be utilized for testing the given classifier. At the point when information is
constrained, one must think about elective methodologies in surveying the viability of a calculation. In
these cases, we utilize the strategies for cross-approval to assess the exhibition of the learning methods.
These procedures ordinarily save a part of the general information for preparing and afterward utilize the
rest of the information for testing. The segments held for testing and preparing are rotated, bringing about
a n-overlap cross-approval, where n is the occasions the classifier is tried and prepared.

For the arrangement of seismic stages, we utilized a cross-approval technique that utilizes seismic
information gathered over the full system. In an arrangement run, we are utilizing a subset of the
informational collection, where each recording station in the system was utilized in gathering the
information. The main imperative for a given run is that information from a seismic tremor isn't gathered
at various chronicle stations in the system. In a characterization run, we work with 10 unmistakable
seismic tremors estimated some place in the system. During cross-approval, we forget about one tremor
seismogram and utilize the staying 9 seismograms to prepare our classifier. For instance, if we somehow
managed to have a similar tremor show up twice at various detecting stations in our system, this grouping
would be considered as cheating in light of the fact that a quake radiating from some source estimated at
two unique stations will vary just by a direct change. The straight change would be incited on the signal
because of the nearby geography of the account station. An elective methodology for cross-approval is use
information just gathered at a given station. In spite of the fact that this would be a legitimate
methodology, it isn't attainable in our examination because of information amount restrictions

4.2 Comparison of approaches

Table 1 shows test results under the methodology proposed by Jackson et al. (1991). It shows the
level of time windows for which the speculation Hy, "X contains a P wave" was acknowledged as a
component of the test edge 1. These outcomes relate to our execution of the calculation of [15] on our
dataset. At the point when the edge n = 0.30, the Lg are mistakenly characterized 33.25% of the time and
thusly are effectively ordered 66.75% of the time. This is a sensible location level of the Lg waves. Sadly,
a similar estimation of the edge for the invalid hypothesis was just acknowledged 23.62% and 44.56% of
the ideal opportunity for the Pg and Pn waves, individually. By dismissing the invalid speculation, the
classifier misses the P waves practically constantly, in this way yielding poor order of Pn and Pg waves.
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Diminishing n surely helps the recognition of the P waves, yet comes at the cost of noteworthy
misclassifications of the Lg waves in that the invalid speculation is acknowledged when it ought not be. In
any case, our methodology had the option to identify with a similar precision both P and L waves.

Detection of the P and L waves using a hypothesis test.

n Pr(HO|Lg) >n Pr(HO[Pg) >n Pr(HO[Pn) >n
0.50 0.00 0.00 0.00
0.40 12.29 8.11 20.46
0.30 33.25 23.62 44.56
0.20 54.24 44.43 64.89
0.10 70.09 66.51 86.88
0.05 76.09 75.98 93.31

5 Conclusion

Our objective in this work was to investigate the utilization of Al as it applies to seismology.
Specifically, we found a change that takes windows of three-channel seismic information and implants
them on the unit circle over various recurrence scales with the end goal that the area of the installing
portrays the seismic stage content in the wave. The utility of this change is focused on the stage grouping
in the component space. Basically, windows of seismic information relating to the equivalent seismic
stage class will in general be genuinely situated close to one another in the element space. Having this
kind of structure over the component space at various degrees of sign goals gives a solid establishment to
the use of regulated learning methods for stage grouping. Furthermore, the basic geometric structure of the
component space takes into account administered learning strategies to be made an interpretation of
straightforwardly to the element space. Fundamentally, we have told the best way to "lift" learning
strategies to a non-straight complex.

This research has been supported in part by Grant NeAP05132680 from the Science Committee of the
Ministry of Education and Science of the Republic of Kazakhstan and Grand “BT-2019”.
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MAIIMWHAJIBIK OKBITY HEI'I3IHAETT
CEMCMUMKAJIBIK ®A3AJIAP KJIACCUPUKALIUSCHI

Annoranus. CoHFBI OipHeIIe KBUT iITHIE CEHCOPIBIK TEXHOIOTUSHBIH aMYybl CEHCMOIOTHSITBIK CHTHAJIIAP IBI
TalJlayFa apHaJfaH KOMIIBIOTEPIIIK OMICTepPre CYpPaHbICThI apTThIpAbl. CEeHCMUKAIBIK CHUTHAIAAPIBI TYABIPAThIH
MeXaHU3MAEP/ TYCIHYIIH Heri3l — ceiiCMUKaIbIK TOJNKbIHAAP (ha3achlH KaH-KAKThI Oy MoHIH Oinmipeai. TonkeiH
TYPIH aHBIKTay MYMKIHAITi CEHCMHUKAIIBIK €PTEPEK ECKEPTY JKYHECiHIH KaKChI )KYMBIC iCTE€yiHE CeNTITiH THTi3eIi.

By sxyMbIcTa yHiapHamsl ceficMOrpaMMaMeH OJIIIEHTeH CEHCMHUKAIBIK TOJIKBIHAAPABI JKIKTEYIiH XKaHa OMiCiH
ycoiHaMbi3. CelicMorpammanap Oip-OipiMeH KHBLIBICATHIH YaKbITIA Tepe3esiepre OesiHreH. MyH7a yakbITIa op
Tepese OipHerre (U3UKAJIBIK MacIITaOTaFbl TEPE3E/IC OPHATIACKAH CEHCMUKAIIBIK TOJKBIH OaFbIThIH CUITIATTANTHIH KOTI
MacIITaOThI, YIIONIIIEM Il YHUTAPIIBIK BEKTOPIAp KUBIHTHIFBIMEH KopceTineni. CeHCMHUKAIBIK TONKBIHAAPIBI XKIKTEY
MiHzeTi exiemmemai Oipiik cdepanapsl OOWbIHIIA XKIKTEy HYKTelepiHiH OipiHe ainamanel. bi3 Oy ecenti cdepa
TEOMETPUSCHIHA OeHIMIENTeH MallIMHAIBIK OKBITY dAICTEPiH KOJJaHy apKbUIbI memeMi3. CeHCMUKAIBIK TOTKBIHHBIH
KIKTeNyl TYpJi CEWCMHUKANBIK TOJNKbIHAApFa OalTaHBICTHI cdepanapaarbl HYKTENEp KUBIHTHIFBI apachIHAAFhl
IIeKapaHbl 3epTTey KaOijieTiHe Heri3lenreH. Op CHTHAN IMKalTachlHAa 013 KiIaccHUKAIWsIFa KOJIaHBUIATHIH
Oenrici3iK YFRIMBIH aHBIKTAHMBI3, 011 chepa OOMBIHIIA YATIHIH Tapally TeOMETPHICHH eckepeni. COHpIHIa op IIKaa
OOMBIHIIIA ANBIHFAH KIKTEY HOTHKEJIepiH epeKie Oenrire OipikTipemis.

CelicMOJIOTHS — YaKBIT ©Te KeJe JKep/eri iIIKi e3repiCTepAl 3epTTey apKbUIbl KEPiH IMKi KYPbUIBIMBI TYPajIbl
TYCIHIKTEpAI KEHEHTyre OarbITTanFaH 3epTrey caiachl. CeHcMOoJIoTHS MEH IBIOBICTBIK TOJKBIHIAPABl Talfay
apacbIHIa THIFBI3 Oaiinanbic 6ap. CeliCMHUKAaIBIK TOJKBIH WIBIFY KO3iH/AE naiina 0onaabl Aa, OpTa apKbUIbl OTil, OHbI
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xaszba KypangapsiMeH O0ackapyra Oosaspl. THiciHIIE NbIOBICTHIK TOJKBIH LIBIFY KO31 apKbUIbI jKacaiabl (MbICAIIbI,
ABTOMOOMIIb CHTHAJIBI), aya apKbUIbI KO3Falabl 1a, alaM KyJIaFblHa ecTineni. MyHiai CUrHaLAapapl 3epTTey KO3l
ayJlaHbl MEH TOJIKbIH OTKEH OpTa TypaJibl MAJIiMETTep Oepe aapl.

CoHFBI KbUIIAPBI CEHCMUKAIIBIK CUTHAJIIAP/BI 3€PTTEY IIaHETaMbI3IbIH JaMyblH TEPEHIPEK TYCIHyre oKeJi.
Kenreren ennepre >xepacTbl TypakThl aKTUBTEpi O0ap aiiMakTapibl 3epTTeyre MyMKIHIIK Oep/i jKoHE CeHCMMKaIbIK
JKep CUIKIHICTEPiHiH a/laM CaHbIHA 9CepiH a3alTy YIIiH KYH/AbI aknapat oepai. bys namyabiH 6acTbl KbI3BIFYILIBUIBIFBI
— JKep CUIKIHICIHIH KOFaMFa 9CepiH a3alTy MEH KYH/bl MAJIIMETTEp aly YIIIH CeHCMHKAJIBIK CUTHAIAAPIBI 3epTTEY
onmictepi Oonbin caHanmanasl. By omicrep epre ceifcMukanblk eckepTy sxydeciniH (ESWS) nHHOBaumsicblHIars!
NPOTPECTi BIHTANAHABIPAIBI JKOHE CEHCMHKAIBIK TOJKBIHIAPIB! 3EPTTEYHiH OajamMa IepCHeKTHBACHIH YCHIHAJBI.
Aran aiitkannia, Al onicTepiH KOJIIaHy apKbUI CEHCMUKANBIK (a3aapIsl )KIKTEYAiH 91iCTEMECIH YCHIHAMBI3.

JKympictarel MakcaTeIMBI3 — Al omicTepiH ceficMonorusaga KOJNTaHyAbl 3epTTey. ATam aiTKaHIa, YIIapHaJIbI
CeliCMUKaJIbIK aKlapaT Tepe3eliepiH alnaThliH XKOHE TYNKUTIKTI MakcaThl O0ap Typii KaitanaHy ayKbIMbIHIA OJlapAbl Oip
HeHOepre OpHAJIACTBHIPATBIH ©3TePICTi TANTHIK, OChUIAHIIA OpPHATYy aiMarbl CEHCMHKAJIbIK KE3CHHIH Ma3MYHBIH
TOJIKBIHMEH KepceTe/i. byl e3repicTiH THIMIUIIrT KOMIOHEHTTEp KeHICTIrHIET] Ke3eHep/ii TONTayFa OarbITTalIFaH.
Kannbl anranjga, celiCMHUKaIBIK KE3EHAEP/IiH SKBUBAJICHTTIK KIIAChIHA KAThICThl CEHCMHUKAIIBIK aKmapar Tepesesepi,
JKaJIbl JKaraaiina, SJIeMeHTTep KeHICTIriHae 0ip-0ipiHe jKaKblH OpHajJacaabl. OPTYpIi JeHreiIeri CUMBOJIIBIK MaK-
carbl 0ap KOMIIOHEHTTEp KEHICTITiHAE OCHIHAANH KYPBUIBIMHBIH OOJIybl TONTBIK KE€3€H YLIIH OKBITYABIH PETTENEeTiH
ozicTepiH KojijgaHyra ceHimai Heri3 Oepemi. COHbIMEH KaTap, KOMIIOHEHTTIK KEHICTIKTIH HETi3rl T'eOMEeTPHSIIBIK
KYPBUIBIMBI 3JIEMEHTTEp KEHICTIriHe Tikened TyciHAaipilyli THic OacIIbUIBIKKA AJBIHFAH OKBITY CTpaTerysulapblH
eckepeni. LIIbrHABIFRIHAA 013 OKBITY CTPATETUSCHIH KEIIECH/II TYPHE Kalai «KeTepy» KepEeKTiri Typaibl OasHIaIbIK,.

Tyiiin ce3mep: ceiicMonoOTHs, MaImIMHAIBIK OKBITY, Al omici, celiCMHKaNBIK TONKBIHAAp, YaKBITIIA Tepese,
YLIapHAIBI ceificMorpamMmMarnap, oJsipU3aHs Ma3MYHBL.

Hyprac Mapar ', K. JI. Baitmemupor®>*, Maan Tacranos!,

Kannoc Kanadexos!, Buxrop Iaii !

"Mesx1yHapoIHBIH yHUBEPCUTET MHPOPMAIIMOHHBIX TEXHOJIOTUH, AnMarel, Kazaxcraw;
?Ka3zaxcKuii HalMOHAIBHEIN EIarorMIecKiii yHUBEPCUTET HMeHH Abas, Anmartel, Kazaxcram;
SUHCTUTYT HEQOPMALMOHHBIX U BhMUCIMTENBHBIX TexHOoruii KH MOH PK, Anvarsl, Kazaxcran;
“Kaszaxcrancko-bpuranckuii TexHUYeCKHit yHUBEpcHUTeT, AnMathl, Kazaxcran

KJIACCHU®UKAIIAA CEUCMHUYECKHUX ®A3
HA OCHOBE MAIIMHHOI'O OBYYEHMUS

AHHOTanMsl. 3a TOCJIEIHME HECKONIBKO JIET JOCTHXKEHHS B OOJACTH CEHCOPHBIX TEXHOJIOTHMH IIPUBEIH K
YBEJIMYECHHUIO CIIPOCa Ha KOMIBIOTEPU3UPOBAaHHbIE METOABI aHAJIN3a CEHCMOJIOIMYECKIX CUTHAJIOB. LleHTpanbHeIM B
NOHUMaHHH MEXaHM3MOB, T'€HEPHPYIOIIMX CEHCMUYECKHE CUTHAIIBI, SIBJISETCS 3HaHUE (a3 CeHCMHYECKUX BOJIH.
B03MOXXHOCTh yKa3aTh THUII BOJIHBl HNPUBOAMT K JydnieMy (pyHKIMOHMPOBAHHMIO CEHCMHUYECKMX CHCTEM pPaHHETro
IpegyIpexACHUsL.

B nanHOlf pabore MBI mpeiaraeM HOBBIM METOJ KiIacCH(MKAIUU CEHCMUYECKMX BOJIH, M3MEPEHHBIX II0
TpeXKaHAJIBHBIM ceiicMorpaMMam. CeficMorpaMMBbl pa3ielIeHbl Ha MEPEKPhIBAOIINECS BPEMEHHBIE OKHa, TJIe KaX10e
BPEMEHHOE OKHO OTOOpa)kaeTcs Ha Ha0Op MHOTOMAaCIITA0HBIX TPEXMEPHBIX YHHTapHBIX BEKTOPOB, KOTOpBIE
OTIMCHIBAIOT OPHEHTALMIO CEHCMUYIECKON BOJIHBI, TPUCYTCTBYIONIEH B OKHE, B HECKOJIBKMX (PU3MUECKHUX MacIiTadax.
3amaua xiaccuUKaUMKM CEHCMUYECKUX BOJH CTAHOBHTCA OIHOM M3 TOYEK KIaCCU(PUKAIUM Ha HECKOJBKHX
JOBYMEPHBIX €IMHHYHBIX cepax. MBI permaeM 3Ty npodiaeMy, UCIONb3ysl METOAbl MALIMHHOTO 00Y4eHHUs, KOTOphIe
aJanTHpoBaHBl K reomeTpun coepsl. Kinaccndukamms ceiicMM4ecKMX BOJH OCHOBaHA Ha Hamled cIOCOOHOCTH
n3y4yarh IpaHHIBl MEXAYy HabopaMu To4eK Ha cepax, CBI3aHHBIX C Pa3IMYHBIMU THIIAMH ceiicMuueckux BoiH. Ha
Ka)JIOW IlIKaJle CHTHaja MbI ONpe/essieM HNOHATHE HEONpPeIeJICHHOCTH, NPHIOKEHHOe K KiacCHu(UKaluU, KOTopas
YUUTHIBAET TEOMETPHIO paclipeneseHust BbIOOpok Ha cdepe. HakoHen, Mbl 0ObequHsIEM pe3yibTaThl Kiaccu(u-
KalliH, MTOJIy4YeHHbIE B KQKI0H MIKajle, B YHUKAIBHBIH SPIIBIK.

CeiicmMonoruss — 3Ta 00JaCTh MCCIIENOBAaHMH, COCPENOTOYCHHAs Ha PACIIMPCHHWH IIOHMMAaHHS BHYTpEHHEH
CTPYKTYpBbI 3eMJIU ITyT€M HCCIENOBAaHUS BHYTPEHHUX U3MEHEHUH 3emiu BO BpeMeHHU. CyIllecTBYeT TECHas CBS3b
MEXIy CEHCMOJIOTHEH M aHaIN30M 3BYKOBBIX BOJH. CelficMuuecKasl BOJIHA T€HEPUPYETCS Y MCTOYHHKA, MPOXOIHUT
yepe3 cpely M MOXKET KOHTPOJIMPOBATBhCS 3aMMCHIBAIOIIMMH WHCTpyMeHTaMH. COOTBETCTBEHHO, 3BYKOBas BOJHA
CO3/IaCTCsl NCTOYHUKOM (HampuMep, aBTOMOOWIIBHBIM CHTHAJIOM), JIBIDKETCS 110 BO3/AYXY M MOXET OBITh yCIbIIIaHa
YEJOBEUECKUM YXOM. VccenoBaHue TakKMX CUTHAIOB MOXKET JaTh JaHHBIE O IUIOMIAAN MCTOYHUKA M CPEJIBI, Yepe3
KOTOPYIO IPOILIa BOJHA.

—— 4) ——



ISSN 1991-346X Series physico-mathematical. 5. 2020

B TeuyeHue mocnemHUX JIET W3y4YEHHWE CEHCMHYECKMX CHTHAJIOB NPUBENO K Ooyiee IIyOOKOMY IOHHMAHHUIO
pa3BUTHS HamleWd IIAHETH, MO3BOJHMJIO CTPaHAM HCCIENOBATh O0JACTH Ui MOI3EMHBIX PEryJAPHBIX aKTHBOB U
MPEIOCTABHIO HH(POPMAIIMIO, LEHHYI JUIsi CMSTYCHHS BO3ICHCTBUS CEHCMHYCCKUX 3EMIICTPSCCHHIA Ha
yenoBeueckoe HacejaeHue. OCHOBHBIM HHTEPECOM 3TOM Pa3spabOTKH SIBJISIOTCS METOMAbI M3YYCHHS CEHCMUYECKUX
CUTHAJIOB JIA nonyquI/m JaHHbIX, HICHHBIX IJIA yMeH]:HJeHI/ISI BOSﬂeﬁCTBMﬂ 3eMHeTpﬂCGHHI>lI Ha O6LLICCTBO. 3TI/I
METOJIBI MOTYT CTUMYJIHPOBATh MPOTPEcC B MHHOBAIUAX CHUCTEM paHHEro ceficmudeckoro omoBemeHus (ESWS) u
JlaBaTh aJbTEPHATUBHYIO TOUKY 3pEHHUS] Ha HUCCIENOBAHUE CEMCMMYECKHUX BOJH. B yacTHOCTH, MBI NpeICTaBiseM
METOJIOJIOTHIO KIacCu(UKAIIK CeHCMIYECKHX (a3 ¢ UCTIOIB30BaHUEM MeTOHOB Al.

Hamra mens B 3T0i paboTe COCTOsIIa B TOM, YTOOBI HCCIIEAOBATh MCIIONb30BaHue MeTona Al mpUMEHHUTENEHO K
ceificmonornu. B dacTHOCTH, MBI HalDIM W3MEHEHHE, KOTOpoe OepeT OKHa TpeXKaHAIBHOW CeHcMHUYecKoi
WHPOPMALMN W UMIUIAHTHPYET WX B SAWHUYHBIA KPYT MO Pa3IHYHBIM INKajdaM MOBTOPEHHS ¢ KOHEYHOW IIEIBIO,
4T00Bl 00JaCTh YCTAHOBKH OTOOpaXkasia COJEpIKaHWE CeHCMHYECKOil CTyrneHH B BouyiHe. [loJIe3HOCTH 3TOro
u3MeHeHHss C(OKyCHpOBaHa Ha TpPYNIUPOBKE OSTAalOB B IPOCTPAHCTBE KOMIIOHEHTOB. B OCHOBHOM, OKHa
ceiicMuueckoil HH(pOpPMAIIMU, OTHOCSIIMECS K SKBUBAJIICHTHOMY KJIaCcCy CEHCMHYECKHX CTa/uii, B 00LIeM ciiydae
OyIyT ICHWCTBUTEIBHO PACIOJIOKEHBI OJHM3KO IPYr K APYry B MPOCTPAHCTBE 3JeMeHTOB. Hamuume Takoro poja
CTPYKTYpPHI B IPOCTPAHCTBE KOMIIOHEHTOB C Pa3IMYHBIMHU YPOBHSIMH 3HAKOBBIX II€JIeH 1aeT MPOYHOE OCHOBAHUE IS
MCIIOJIb30BAHUS PETYIUPYEMbIX METOIOB 00yUeHHsI JJIs TPYIIOBOi cTaguu. Kpome Toro, 0a30Bas reoMeTpHUECKas
CTPYKTypa MPOCTPAHCTBa KOMIIOHCHTOB YYHTBHIBACT YIIPABISCMBIC CTPATETMU OOYYCHHUsS, KOTOPHIC IOJKHBI OBITH
MPsIMO UHTEPHIPETUPOBAHBI JUIsl IPOCTPAHCTBA J1eMeHTOB. [1o cyTu, MBI pacckazanu, Kak JIydllle BCEro «IOIHSITH
CTpaTeruu OOyICHUS B CJIOKHBIN KOMILIEKC.

KuroueBsble cioBa: ceiicMonorusi, MammmHHOE 00ydeHue, MeTo Al, celicMudecKkue BOJHBI, BpEMEHHOE OKHO,
TpeXKaHAIIbHBIE CEHCMOTPaMMBI, TIOJIIPU3ANMOHHOE COIEpKaHHe.
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