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RESEARCH OF MULTIPERIODIC SOLUTIONS OF PERTURBED
LINEAR AUTONOMOUS SYSTEMS WITH DIFFERENTIATION
OPERATOR ON THE VECTOR FIELD

Abstract. A linear system with a differentiation operator D in the directions of vector fields of the form of the
Lyapunov's system with respect to space independent variables and a multiperiodic toroidal form with respect to time
variables is considered. All input data of the system multiperiodic depend on time variables or don't depend on them.
In this case, some input data received perturbations depending on time variables. We study the question of
representing the required motion described by the system in the form of a superposition of individual periodic
motions of rationally incommensurable frequencies. The initial problems and the problems of multiperiodicity of
motions are studied. It is known that when determining solutions to problems, the system integrates along the
characteristics outgoing from the initial points, and then, the initial data are replaced by the first integrals of
characteristic systems. Thus, the required solution consists of the following components: characteristics and first
integrals of the characteristic systems of operator D, matricant and free term of the system itself. These components,
in turn, have periodic and non-periodic structural components, which are essential in revealing the multiperiodic
nature of the movements described by the system under study. The representation of a solution with the selected
multiperiodic components is called the multiperiodic structure of the solution. It is realized on the basis of the well-
known Bohr's theorem on the connection of a periodic function of many variables and a quasiperiodic function of
one variable. Thus, more specifically, the multiperiodic structures of general and multiperiodic solutions of
homogeneous and inhomogeneous systems with perturbed input data are investigated. In this spirit, the zeros of the
operator D and the matricant of the system are studied. The conditions for the absence and existence of multiperiodic
solutions of both homogeneous and inhomogeneous systems are established.

Keywords: multiperiodic solutions, autonomous system, operator of differentiation, Lyapunov’s vector field,
perturbation.

1. Introduction. The foundations of the method used in this note were laid in [1, 2], which were
further developed in [3-10] and applied to the study of solutions different problems in the partial
differential equations [11, 12]. These methods with simple modifications extend to the study solutions of
problems of the differential and integro-differential equations of different types [1-12], in particular,
problems on multi-frequency solutions of equations from control theory [13]. The methods of research for
multiperiodic solutions are successfully combined by methods for studying solutions of boundary value
problems for equations of mathematical physics. Elements of the methods of [1, 2] can easily be found in
[14,15], where time-oscillating solutions of boundary value problems are studied by the parameterization
method.

As noted above, the considered system of partial differential equations along with multidimensional
time contains space independent variables, according to which differentiation is carried out to the
directions of the different vector fields. The autonomous case of this system was considered in [11, 12],
where differentiation with respect to time variables was carried out in the direction of the main diagonal of
space, and the free term of the system was independent of time variables. In this case, these parameters of
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the systems received perturbations depending on time variables. In the note, the method for studying
multiperiodic structures of general and multiperiodic solutions is developed, the conditions for the
existence of a multiperiodic solution are established, and its integral representation is given.

We consider the system of linear equations

Dx = Ax+ f(z,t,¢) (1.1)
with differentiation operator
0 0 0
D=—+(a,—)+{vI{+0,—), 1.2
ar<at><vggag> 2
where reR,  t=(t, .. t)eR" v (g, . gyera, ¢ =& m)eR] T=1],

RZ={¢, eR:<, =&+ <5, ] =11}, & =const >0 are independent variables with

SR LN W F I T P -

o, ot ) oc \eg, g ) a¢; og " an;
differentiation operators; | = diag (..., 1,) is a matrix with | -blocks, I, is symplectic unit of the
second order, v=(,..,v,) IS a constant vector, I =diag(,l,,....v1,),

a=(a(z.t),...a,(z,)) =a(z,1), g =(9,(2)...., 9,(¢)) = g () are vector functions, ¢  is the
sign of the scalar product of vectors; A is a constant N X N-matrix, f = f(z,t,¢) is N-vector-function
of variables (z,t, &) e RxR" xR? .

The main objective of this note is to determine the multiperiodic structures of solutions of the
problems (1.1) - (1.2).

2. Multiperiodic structure of zeros of the differentiation operator D . We introduce the equation

Du=0 (2.1)
with the required scalar function u = u(z,t,¢) and the initial condition
ul_. =v{t)eCO(R"), 2.1)

where D is the differentiation operator with respect to (r,t,C) of the form (1.2). The solutions of

equation (2.1) are called the zeros of the operator D .
Suppose that 1) the vector function a(z,t) has the property of smoothness with respect to

(z,t) e Rx R™ of order (0,e) = (0,1,...,1):
a(r+0,t+qo)=a(r,t)eCE?(RxR"), qeZ", (2.2)
2) positive constants . , ..., v, are rationally incommensurable:
v, +q,v, %0, a’ +q°=0, q,,q,€Z, (i, j=0,I), (2.3)
therefore, numbers o = 27zvj‘1, j :]j are also incommensurable,
3) vector-functions g, (7) = (¢,(7),w()), ] =11 are continuous and 3, - periodic:
9,(r+8,)=9,(r) eC”(R), j =11, (2.4)

where «,, k :]j and ,BJ., j :]j are incommensurable positive constants.
It  follows  from condition (22) that  the  vector  field t =a(r,t)

determines the characteristic t = A(z,7°,1"), emanating from any initial point(TO,tO)e RxR"™ and
moreover, it has the properties that are known from [2].
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Lemma 2.1. Let condition (2.2) be satisfied. Then under the condition
V(t+qw)=v(t)eC¥(R™), qeZ" the zeros U(z°,7,t) = V(A(z°,1,t)) of the operator D with
the initial data (2.1") have the multiperiodicity property of the form

u(z®+0,7+0,t+qow)=u(z’,7,t),ge Z".
The vector fields

fsz§+g(r) (2.5)

determines the characteristic
¢ =Z—-))I<° - 2(z°)]1+ z(x), (2.6)

where Z (z) = diag [Z,(z).....Z, (D], 2(2) = (2,(2)0 2, (), & = ({1 C7'). Then we have the
first integral of equation (2.5)
§"=2(" - )¢ - 2(r)]+ 2(z") = p(’,7.,¢) 27)
By virtue to the connection between o, =0c,(7) and h, =h,(s,,o,) of the form
do, _ dh;(z,7) _ oh;(s;,o;) . oh,(s;,o;)
dr dr 0s, oo,
from the differentiation operator D to the differentiation operator

I 0 2 0 o\ [oh ah @
0= g3l Gl 5l oy nes) (T ) e

O'j(r):hj(r,z'),

with o,=s,=1 leads to a transition

where s=(S;,9,), o =(0,,..,5,), g(c)=(g,(c,),-., 9,(c,)), e=(1...]) - | -vector,
.~ oh (oh oh) oh (o oh,
o e (] B (o )

Lemma 2.2. Let conditions (2.3) and (2.4) be satisfied. Then the zeros
uz®,7,)=w(u(z’,7,&)) of  the operator D  with the initial  condition

u|T:T0 =w(J) e Cée) (R" have ~ a  multiperiodic ~ structure ~ of  the  form
u(s’,s,0,8)=wh(s’ -s,2(s°),¢ - 2(0))) with the vector function

h(s—s°,2(c), ¢° -2°)=Z(s-s°)[¢° - 2(s°)] + z(o), at that
u(s®,s,o,¢) oo s = U (z°,7,¢),

h(€z®-€r,2(€7°), ¢ -2(€7)) = u(c°,7,¢).

The following theorem is proved on the bases of these Lemmas 2.1 and 2.2.

(2.9)

Theorem 2.1. Let conditions (2.2) - (2.4) be satisfied. Then the solution U (TO,T,'[,() of equation
(2.1) with the initial conditionu| , =u’(t,&)e Ct(zw'g)(Rm xR') is determined by the relation
u(z®, z,t,&) =u®(A(z°, 7, 1), w(z°, 7, <)), Which under the conditions A(z°,z + 60,t) = A(z°, 7, t)

and U°(t+gw,&)=u’(t,&), qeZ™has a multiperiodic structure with respect to (z,t,5,0) With
period (0, w, «, B) of the form

T=T

u(z°,7,t;8%,s,0,8) =u’(A(z°, 7, 1), h(s® —s,2(5°), & — z(o))),

— 7 —



News of the National Academy of sciences of the Republic of Kazakhstan

where the vector-function h (s, z, g) has the form
h(s-5s’,z(0), " -2")=Z(s-5")[¢° - 2(s”)]+2(0), e=q.., 1)) is  M-vector,
& =(1,...,1) is | -vector, moreover U|U=S:§T — (z°,7,1,0).

3. The multiperiodic structure of the solution of a homogeneous linear D -system with constant
coefficients. We consider a homogeneous linear system

Dx = Ax (3.1)

with a differentiation operator D of the form (1.2) and a constant N X N -matrix A.
We will put the problem of determining the multiperiodic structure of the solution X of the system
(3.1) with the initial condition

X|_.=u(t,¢)eCEP(R"xR"). (3.1°)

To this end, we begin the solution of the problem by studying the multiperiodic structure of the
matricant
X (z)=exp[A7] (3.2)

of the system (3.1). We need the following Iemmﬁto do this, which are given without proof.
Lemma 3.1. If fj(r+9j)= fj(r), J=1,r is some collection of the periodic functions with

rationally commensurate periods: Hjé’k_l =TI, is a rational number for J, k=171, then for these

functions exist a common period 0: f,(z +8) = f,(7), ] =1r.

Lemma 3.2. If the real parts of all eigenvalues equal to zero and all the elementary divisors are
simple of the constant matricant Y(r): exp[l T], then all the elements of the matrix | are periodic
functions.

We consider the multiperiodic matrix T(f’) =T(Tl,...,Tp) with period ) = (]/1,...,}/p), where

V1Y, are rationally incommensurable constants. Since (5/82’k )ij (Tk): JJ.YJ.k (Tk ), the matrix

T (7) satisfies the equation

DT(7)=1T(7), (3.3)
where the operator D is determined by
2 <A 0 > 0 0
D: e1_,\ :_+"'+_1 (34)
ot/ 0t 0z,

e =(1,...,1) isa p -vector. Obviously, under 7 =€ = we have T (e z) =Y (z) and

Y(2)=T(Er)=1T(E7)=1Y (7). (3.5)

Thus, the multiperiodic matrix T (z) defines the multiperiodic structure of the matricant Y (z)

Y(r)=T(rl,...,rp)L : (3.6)

1:“_:1—17 =T

Lemma 3.3. The matricant Y (z) of the system (3.5) under the conditions of Lemma 3.2 has a multi-
periodic structure in the form of a matrix T(f) = T(Tl,---, Tp) which satisfies the system (3.3) with the

differentiation operator (3.4) and along the characteristics 7 =€ of the operator D turns into Y (7).

in other words, these matrices are related by the relation (3.6)
Indeed, we making the replacement X =Y (z)Z  inthe equation

X = AX (3.7)

—— g ——
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obtain the equation 7z —v *(z)[AY (z) —Y (z)] Z - Therefore, according to Lemma 3.3, the multiperiodic
structure of the matricant (3.2), by virtue of equality X (z)=Y (z)-Z(z), is determined by a matrix
X (z, z) of the form

X(7,7) = X(7,7,..,7,) =T (2,0, 7, ) €%, (3.8)
which is connected by the matricant X (z), by relation

X(r,f)Lé = X (7). (3.9)

Theorem 3.1. In the presence of complex eigenvalues of the matrix A, the matricant (3.2) of the
system (3.7) has a multiperiodic structure defined by the matrix (3.8) and relations (3.3) - (3.6), and it
along the characteristics 7 =€ of the operator D satisfies condition (3.9). The matrix T (7) turns into

a constant matrix in the absence of complex eigenvalues.
Now the solution of the objectives set can be formulated as Theorem 3.2.
Theorem 3.2. Let conditions (2.2) - (2.4) be satisfied. Then the solution x(z°, z,t, ) of the problem

(3.1) - (3.1°) defined by relation
x(z°%,7,1,&) = X (2)u(A(z°, 7,1), 1(z°, 7, <)) (3.10)

has a multi-periodic structure in the form of a vector-function

x(°,7,7,1,8°,0,8) = X (r,7) W(A(°, 7,t),h(s’ =5, 2(s°), £ - 2(5))),  (3.11)
that satisfies equation
D = Ax (3.12)
with the differentiation operator
=D + D, (3.13)

ol

defined by relations (2.8) and (3.4).
Proof. The representation (3.10) is known from [2], and (3.11) follows from the proved Theorems 2.1
and 3.1. The identity (3.12) can be verified by a simple check.

Theorem 3.3. Under the conditions of the Theorem 3.2, the system (3.1) allowed nonzero
multiperiodic solutions enough for the matrix A to have at least one eigenvalue 1 = A(A) with the real
part Re A(A) = 0 equal to zero.

The theorem could be proved on the basis of a similar theorem from the theory of the systems of
ordinary differential equations.
We have the following theorem from the theorem 3.3, as a corollary.

Theorem 3.4. Under the conditions of the Theorem 3.3, the system (3.1) did not admit the

multiperiodic solution other than trivial, it is sufficient that all eigenvalues of the matrix A have nonzero
real parts.
The general solution X of the system (3.1) can be represented in the form

X(z,t,4) = X (2)u(zr,t,4), (3.14)

where u =u(z,t,¢) is the zero of the operator D with the general initial condition for 7=0:

x(0,t,£) =u(0,t,&) =u,(t,&), X (z)=exp[Az] isthe matricant of the system.
Theorem 3.5. . Under the conditions (2.2) - (2.4), the system (3.1) had (@, w) -periodic with respect

to (z,t) solutions of the form (3.14) corresponding to the multiperiodic zero of the operator D with the
same periods, it is necessary and sufficient that the monodromy matrix X (9) satisfies condition

det[ X () — E]=0. (3.15)

— 9 —/—



News of the National Academy of sciences of the Republic of Kazakhstan

Proof. Under the conditions of the theorem, its justice is equivalent to the solvability of equation
X (z +8)u = X (z)u in the space of (9, w)-periodic with respect to (z,t) zeros u =u(z,t,¢) of the

operator D .
We arrive at the solvability of the system of equations [X (9) — E]Ju = 0, which is equivalent to

the condition (3.15) taking into account the properties of the matricant X (z + @) = X () X (@) from the
system X (z +&)u = X (z)u.
In conclusion, we note that the fulfillment of condition
det[X () —E]= 0 (3.16)

guarantees the absence of such solutions.

Theorem 3.6. Let conditions (2.2) - (2.4) and (3.16) be satisfied. Then the system (3.1) allowed
nonzero (@, w) -periodic solutions of the form (3.14) necessary and sufficient for the functional-

difference equations
u(z + 0,t +qe, &) =[X(0) — E]* X (0)|[u(r + 0, t + qew, &) —u(z, 1, &), qe z™ (3.17)

to be solvable in the space of zeros of the operator D .
Proof. Under the condition (3.16) from the definition of (&, w) -periodicity with respect to (z,t) of

solution (2.7), we have the equation (3.17). We must be to take into account that u(z,t, <) is the zero of

the operator D to complete the proof. If the equation (3.17) has only zero solutions, then, under the
condition (3.16), the system (3.1) does not have a nontrivial multiperiodic solution.

4. The multiperiodic structure of an inhomogeneous linear system with operator D. Consider the
inhomogeneous linear equation (1.1) corresponding to the homogeneous equation (3.1), where the [1-
vector function f (z,t,¢) satisfies condition

f(r+0,t+qw,)=1(r,1,{) € Cfg‘f) (RxR"xR"). (4.1)

Assume that the condition (3.16) is fulfilled and we search for the (@, @) -periodic with respect to

(z,t) solution x(z,t,&) of the system (1.1) that corresponds to zero u(z,t,¢) of the operator D
possessing the property of multiperiodicity with the same periods (@, @) for (z,t).

Therefore, we have the solution
K(et,8)= X ()l ,£)+ X () X H6) (5, 205, 7,0), (5,7, ) ) 42)

with zero U(r+6,t+qw,¢)=u(r,t,{), qeZ™ of the operator D having the property
X(r+0,t+qw,¢)=x(r,t,{), qeZ".
By accepting the notation based on (4.2)

f(s, A(s,7,1), u(s,7,¢)), —=0,

fo(s.A(s.7.0), s,7.4)) = { f(s, A(s,7+0,1), u(s, 7 +6,¢)), 0—>7+0,

where , s 55 means changes in the variable s from »~ tod, the multiperiodic solutions can be
presented in compact form

(r,t,§ [X r+0 T jX S A(s,7,1), u(s, 7, C)) (4.3)

Obviously, if the system (3.1) does not have multlperlodlc solutions, except for zero, then the solution
(4.3) of the system (1.1) is a unique multiperiodic solution.
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Further, we have solutions
X(s,0,7,0.,¢)=[X H(c + 6,7 +66)- X-l(f,f)]‘ﬁx-l(g)fa(g,z(g,f,t),h(g -5,2(¢),¢ —2(0)))de  (4.4)

of the equation o
DX =AX+ f(r,1,8) (4.5)

with the differentiation operator (3.13) from representation (4.3) on the basis of multiperiodic structures
(2.9) and (3.8) of the quantity ,(s,z,¢) and X (7).

Teopema 4.1. Assume that conditions (2.2) - (2.4), (3.16) and (4.1) are satisfied, and the
homogeneous system (3.1) does not have multiperiodic solutions except zero. Then the system (1.1) has a
unique (@, w) -periodic solution (4.3) for which the («, 8, y,0, ) -periodic with respect to

(s,o,7,7,t) structure (4.4) satisfies equation (4.5) with the differentiation operator (3.13).

In conclusion, note that we can derive the multiperiodic structure of the general solution (4.2) of the
system (1.1) similarly to formula (4.4).

Conclusion. A method for studying the multiperiodic structure of oscillatory solutions of perturbed
linear autonomous systems of the form (1.1) - (1.2) was developed. The main essence of the method for
studying the multiperiodic structures of solution of the system under consideration is a combination of the
known methods [1-3] with the methods used in [11, 12] for the autonomous systems. In conclusion, the
sufficient conditions for the existence of the multiperiodic solutions of linear systems (1.1) - (1.2) with the
differentiation operator D in the directions of a toroidal vector field with respect to time variables and of
the form of Lyapunov's systems with respect to space variables were established. Moreover, relation (4.3)
is an integral representation of the multiperiodic solution of the system, and (4.4) determines its
multiperiodic structure.
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BEKTOPJIBIK OPIC BOWBIHIIIA JAPPEPEHIHUAJIAY OITEPATOPJIbI KO3AbIPBLIIFAH
CBbI3BIKTBI ABTOHOM/IBIK )KYUEJIEPAIH KOIINIEPUOATHI INEINIMAEPIH 3EPTTEY

AnHoTanus. Toyenci3 KeHICTIK aifHBIMaJBICBIHA KAaTBICTHI JISIIyHOB JKyiieci TypiHAeTi *oHE yakpIT aifHbIMa-
JBICBIHA KATBICTHI, KOIIEPHOATH TOPOUAAIIBEI TYPACTI BEKTOPIIBIK epicTtep OarbiThl OobiHIa D muddepennnangay
OIepaTopibl CBHI3BIKTHI JKYHe KapacThlpbliaipl. JKyHeHI aHBIKTaWTBIH OapiiblK OepiireH eeMaep YakKbIT
allHPIMaJIBICBIHAH KONIIEPUOATHI TAYEN/I, He ojlapaH TayeJsci3 Oonansl. by sxarnaiina »kyieHi aHBIKTaHTBIH KeHOip
OepiireHepre yakpiT aHBIMAIBICHIHAH TOYENI KO3ABIPTKbI OepiireH. PanuoHanmbl emeHOCHTIH KUUTIKTEPIiH
KEKEJIGHIeH TEePUOATHI KO3FaIbICTAPBIHBIH CYNEPHO3UIMACH TYPIHJAErl Kyile apKbUIbl CHUNATTAJFaH i3JeJiHJI
KO3FaJIbIC TYpaJbl CYpak 3epTreiie/i. bactankel ecentep »aHe KO3FaIbICTapbIH KOIIEPHUOATHIIBIFEI TYPAJbl €CenTep
3eprreneni. EcenriH ImemnmiH aHbIKTay Ke3iHIe >KYHEHIH OacTamnkbl HYKTEJCH LIBIFATBIH XapaKTEepUCTHKA
MaHAWbIHIA WHTETPANAaHATHIHBI, OIaH KeHiH OacTamkpl OepireHAep XapaKTepPHUCTHKANBIK >KYWeHIH Oipinmri
HHTETpalIapbIMEeH ayBICTHIPBUIATHIHEI Oenrimi. COHBIMEH, 13[ENiHl MIemiM Kelleci KOMIOHEHTTepAeH Typansr: D
OTIePATOPHIHBIH XapaKTEPUCTUKANBIK KYHECiHIH XapaKTepHUCTHKAchl MEH OIpiHIN WHTeTpajmapbl, >KyWeHIH 0oc
Mylieci MEH MaTrpulaHTbl. byl KOMIIOHEHTTEpHiH 3€pTTeNylll JKYHeMEH CHIaTTalFaH KO3FaJbICTBHIH
KOIIIEPUOATHIIBIK TAOWFATBIH ally Ke3iHJe MaHbI3Abl MarblHAchl Oap OOJATBIH MEPHONATHI JKOHE MEPHOATHI eMec
KYPBUIBIMIBIK Kypaymbuiapsl Oonansl. Lemimai epeKieneHreH KenmepruoATsl KYpayIbulap apKelIbl CUITATTAY/IbI
LICHIIMHIH KOIIEPHOATHUIBIK KYpPBUIBIMBI Aen ataiapl. On Ken aiHbIMayibl MepuoiThl (yHKIUsIap MeH Oip
alflHpIMaJIbl KBa3UIIEPUOATH (DYHKUMSUIIAPBIHBIH OaiiflaHbIChl Typaiibl BOp/bIH TaHBIMAIl TeOpEMAachl HETi3iHAE Ky3ere
acanpl. CoHBIMEH, >XKylenepii aHBIKTAHTBIH OepiireHaepi KO3IBIPBUIFAH JKarfgaiael OipTeKTi jkoHe OipTekci3
KYHeIep i >KauIbl )KoHe KONIEePHOATHI MEeIiMACPiHIH KONMepHOATH KYPRIIBIMBI HAKTHI 3epTTenreH. Ocputaiima D
OTIePaTOPBIHBIH HOJIIEP] MEH JKYHEeHiH MaTpHUIIAHThI 3epTTeareH. bipTekTi skoHe GipTekci3 xyienepaiH KennepruoaThl
mrenrimMaepinin 6ap 601y jkoHe OonMay mapTTaphl TaFadbIHAATIFAH.

Tyiiin ce3mep: KemnmepnmoATH IIENIM, aBTOHOMIBIK >XyHe, muddepeHumangay oneparopsl, JlsmyHoB
BEKTOPJIBIK ©pici, KO3ABIPTKEI.
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UCCJIEJOBAHUE MHOT'OITEPHOJINYECKUX PEIIEHUI
BO3MYIIEHHBIX IMUHEMHBIX ABTOHOMHBIX CUCTEM
C ONEPATOPOM JUO®EPEHIIMPOBAHUSA 110 BEKTOPHOMY ITIOJIIO

AnHoTanus. PaccmarpuBaercst nuHEHasS cucteMa ¢ onepatopoM auddepernuposanus D mo HanpaBieHHAM
BEKTOpPHBIX TOJEH BHIA CHCTeMBI JIAMyHOBa OTHOCHTEIBHO NPOCTPAHCTBEHHBIX HE3aBHCUMBIX IEPEMEHHBIX U
MHOTOIEPUOJIUYECKOTO TOPOHMIANBHOIO BHAA OTHOCHUTENIBHO BPEMEHHBIX MEPEMEHHBIX. Bce BXOIHBIE IaHHBIE
CUCTEMBI TMO0 MHOTOINEPUOIMYHO 3aBHUCST OT BPEMEHHBIX IIEPEMEHHBIX, JI00 OT HUX HE 3aBUCAT. B nanHoM ciryyae
HEKOTOpBbIE BXOJHBIC JaHHbIC IIOIYYWIM BO3MYILIEHUS, 3aBUCSIIME OT BPEMEHHBIX IepeMeHHbIX. Mccienyercs
BOIIPOC O IMPEICTaBICHUM HCKOMOIO [BUXKCHMS, OIMCAHHOIO CHUCTEMOH B BUJAE CYIEPIO3ULUU OTACIbHBIX
HNEPUOINYECKUX IBIKEHUHM PALMOHANBHO HECOM3MEPHMBIX 4YacTOT. M3yuaroTcs HadanbHBIE 3aJadd M 3aladd O
MHOTOINEPUOINYHOCTH ABWKEHHUH. MI3BECTHO, UTO IIPH ONpENENeHNH PEIICHUH 3a1a4 CUCTEMA HHTETPUPYETCS BJIOJb
XapaKTEPUCTHK, HCXOAAIMUX U3 HAa4aJdbHBIX TOYEK, a 3aT€M HadalbHbIC JaHHBIE 3aMEHSIOTCS TIEPBBIMU MHTETPaTaMu
XapaKTEPUCTUYECKHX CHUCTEM. TakuM OO0pa3oM, MCKOMOE pEIIeHHE COCTOUT W3 CIIEAYIOUIMX KOMIIOHEHTOB:
XapaKTEePUCTUK M MEPBBIX HHTErPAJIOB XapaKTEePHUCTHYECKHUX cUCTeM orepatopa D, MarpuiianTa u cBoOOJHOrO 4ieHa
caMOi CHCTeMbI. DT KOMIIOHEHTHI, B CBOIO O4Yepeib, UMEIOT MEePHOAUYECKHE U HENEepUOJUYECKUe CTPYKTYpHBIE
COCTaBIIAIONINE, KOTOPblE HMEIOT CYIIECTBEHHOE 3HAYEHHUE IPH PACKPBITUM MHOTONEPUOIUYECKON IPUPOIBI
JIBUDKEHUH, ONMCaHHBIX HccnenyeMoi cuctemol. IlpencraBiaeHne pemieHHss € BBIACICHHBIMH MHOTOIEPHOIM-
YECKMMH COCTABIIIOIIMMU HA3BAHO MHOTONEPHOANYECKON CTPYyKTypol pemieHus. OHO peanu3yeTcs Ha OCHOBE
M3BECTHOM TeopeMbl bopa o cBsi3u neproandeckod (DYHKIUM OT MHOTHX IEPEMEHHBIX M KBa3HMIEPHOANYECKOU
¢byHKIMK oxHOM nepeMeHHoi. Takum o0pazom, Oojiee KOHKPETHO MCCIIEAYIOTCSI MHOTONIEPHOANYECKHE CTPYKTYPbI
o0IIMX ¥ MHOTONEPHOIUYECKUX PEIICHUH OJHOPOJHBIX U HEOJHOPOJHBIX CHCTEM C BO3MYIIEHHBIMH BXOJHBIMHU
JAHHBIMH. B TakoM myxe m3ydaroTcs HyJlu omeparopa D M MaTpuianT cucTeMbl. YCTaHAaBIMBAIOTCSA YCIOBHS
OTCYTCTBHS M CYLIECTBOBAHHS MHOTONEPHUOIUYECKUX PEIIEHHUI KaK OJHOPOIHBIX, TAK U HEOAHOPOIHBIX CUCTEM.

KioueBble €10Ba: MHOTOIEPHOINYECKOE PELICHHE, aBTOHOMHAs CHCTEMa, orepaTtop AudQepeHpoBaHus,
JIsmyHOBa BEKTOpPHOE TI0JIE, BO3MYIIIEHHE.
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