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ABSTRACT DATA TYPES FOR KNOWLEDGE REPRESENTATION
AND SPECIFICATION OF MULTI-AGENT SYSTEMS

Abstract. Distributed system is a group of decentralized interacting executers. Distributed algorithm is the
communication protocol for a distributed system that transforms the group into a team to solve some task. Multiagent
system is a distributed system that consists of autonomous reactive agents, i.e. executers which internal states can be
characterized in terms Believes (B), Desires (D), and Intentions (I). Multiagent algorithm is a distributed algorithm
for a multiagent system.

The article discusses the basic concepts of agents and multi-agent systems. Also, two problems of multi-agent
algorithms for representing knowledge in the context of Social Software Engineering are considered. A number of
new multi-agent algorithms are presented, and their correctness is proved. The main characteristics of agents are
provided, such as autonomy, proactivity, social ability, and reactivity; also, agents can have such additional
characteristics as persistence, reasonability, performance, mobility, personality, and rationality. A number of new
multi-agent algorithms are presented, and their correctness is proved. Two statements have been proved for solving
RAM and MRP problems. This time we address a social issue of agent anonymity and privacy in these algo-rithms.

Keywords: multiagent systems and algorithms, assignment problem, safety and progress properties, algorithm
verification, privacy, anonymity, Social Software.

Overview of multi-agent systems. Users of computer software are becoming more and more
dependent on computer systems. One of the many reasons for this is that computer systems have the
ability to disseminate information through efficient interaction within mobile and (or) physical networks
[1]. This capability has made computer systems attractive because they can solve problems or needs of
various users and organizations. Computer systems also have the ability to reflect organizational
capabilities and priorities. This includes the ability to represent the interests and objectives of various
users (for example, the best auction price, the most relevant search results, etc.). However, reliance on
computer systems and the dynamic nature of computing environments (e. g., the Internet) have caused
increased requirements (e. g., reliability, performance, and scalability) to computer systems. This has
generated interest towards research focused on automated computer systems such as single agents and
multi-agent systems [2, 3].

Advances in artificial intelligence research in the mid-1960s and early 1970s led to the development
of agents in the 1970s. In 1966, Professor Joseph Weizenbaum of Massachusetts Institute of Technology
wrote the first software agent known as ELIZA [2, p. 550].

Research on software agents in the 1970s and 1980s was very limited, being an additional research
and did not focus on language analysis, knowledge representation, nor on automatic and machine learning
until the advent of the World Wide Web in the early 1990s. With the advent of the World Wide Web, a
multi-agent system was created — the Worm search engine. The purpose of that agent was to track web
pages [4]. Other agents were created just as computer technologies became more advanced. In 1997, the
first sales agent, RoboShopper, was created to help customers or users to shop over the Internet.
RoboShopper accomplished that purpose by searching for items online and comparing site item prices.
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Microsoft Office Assistant also released an “office assistant”, which consisted of agent programs designed
to interact and assist the user based on the Microsoft Office Assistant [5]. The sites were designed to
search for recently hosted web pages and add the found pages to the major search engines.

It is not hard to see that such well-known computer programs as the Google search engine and
Microsoft Office Assistant are agents or exhibit some form of agent behaviour. They are used frequently,
yield satisfactory results to the user, and perform other additional functions.

Since the early 1980s, there has been an increase in research on multi-agent systems. This is because
most real-world hard problems involve distributed open systems. An open system is flexible and scalable
[4, p. 24].

Agent Definitions. Due to the variety of research areas and examples, there is no standard definition of
agents. Below are some examples of such definitions:

SodaBot Definition — “Software agents are programs that participate in dialogues and negotiations,
and coordinate the transfer of information” [5, p. 1495]. Sodabot is a development environment for
software agents curated by Michael Cohen at Massachusetts Institute of Technology. By his definition,
agents communicate with one another about information by perceiving and acting on the environment.
This definition excludes most standard programs as agents.

Definition by Pattie Maes — “Autonomous agents are computing systems that represent a defined
complex dynamic environment, act autonomously in that environment and thus implement a set of goals
or objectives for which they are designed.” According to Mays’ definition, agents are autonomous, that is,
they can act without targeted training. They also define the environment in which agents act as strictly
complex and dynamic. This means that the conditions in which agents operate constantly change and
require to adapt to changes in the environment [6, p.110].

Hayes-Roth Definition — “Intelligent agents continuously perform three functions: perception of
dynamic conditions in the environment; solution of problems; and drawing conclusions and determining
actions” [7]. According to Hayes-Roth’s definition, INTELIGENT agents must reason before they act.
This means that reflex agents are not INTELIGENT agents because they react spontaneously, for no
reason.

M. Wooldridge’s definition — “Agents are simply computer systems that are capable of autonomous
actions in some environment in order to satisfy their output. As defined by Wooldridge, agents act on their
own behalf. Agents can also coordinate with one another to solve problems or satisfy goals without human
intervention [8].”

More definitions can be found in the work done by Honavar. From the above definitions, it is clear
that agents are autonomous, have the ability to communicate with other agents or users, and are part of the
environment. The above definitions can also be used to obtain other important characteristics of the agent
[9].

Single (or individual) agents and multi-agent systems are the research part in the field of artificial
intelligence and distributed systems, respectively. Research in terms of individual agents on the structure
and internal behaviour of an individual agent, which involves autonomy, mobility, learning, and algorithm
(-s) is applied to solve problems, etc. Research within the framework of multi-agent systems is on the
coordination of several agents and is used to solve problems or perform tasks, i. e. external behaviour of
agents. Coordination of multiple agents includes defining interaction protocols, intermediaries,
communication languages, etc. Individual agents and multi-agent systems are designed to provide or
achieve the most basic qualities of agency systems (agency, intelligence, and mobility) operating in
various environments.

There are various definitions for the term “agent”, as discussed above. These definitions can be used
to identify the characteristics of an agent. Characteristics can help distinguish a multi-agent system from a
typical application. Below are the main characteristics of the agent [10]:

— autonomy — the agent can act independently, without direct human intervention and can control its
own actions and internal state;

— proactivity — it is a purposeful agent and it is capable of accomplishing goals without asking the
user or other agents. It is also able to adapt to changes in the environment;

— social ability — the agent can interact with people or other agents using the agent’s communication
language; and
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— reactivity — the agent is able to perceive and respond to changes in the environment immediately
or within a short period of time.

In addition to the characteristics of the agents described above, the agent can also have the following
additional characteristics:

— persistence — the agent continues to operate with the process continuously until it reaches the
desired result.

— reasoning — the agent’s reasoning about its actions before deciding at the output.

Performance — the agent is capable of achieving the desired results.

Mobility — the agent has the ability to move from one platform to another.

Personality — the agent has the ability to manifest a characteristic of human nature.

Rationality — the agent chooses one or another action that maximizes its own assessment of the
activity, taking into account the sequence of perceptions and everything that is built into the agent’s
knowledge.

Unlike the Turing test, an agent that has the properties defined above is considered to be an
autonomous agent, and hence the terms agent and autonomous agent are interchangeable.

The basic concepts of agents and multi-agent systems are discussed in this article. Also, two problems
of multi-agent algorithms for representing knowledge in the context of social software engineering are
considered. A number of new multi-agent algorithms are presented, and their correctness is proved.

Multi-agent Systems and Algorithms. Many problems that are solved by multi-agent algorithms can
be considered examples of problems of Social Software Engineering, i. e. of a relatively new scientific
paradigm, the essence of which is as follows. In the modern world, many social requirements and
procedures are of a very clearly described algorithmic nature. Therefore, these requirements can be
represented in the form of (semi) formal specifications, and procedures can be represented
programmatically (in some programming language or semi-formal pseudo code), after which the
properties of these procedures can be investigated by methods of program analysis and verification. Well,
and the results of formal analysis or verification can be interpreted in socially significant terms. And
although they started talking about Social Software Engineering only in the 21* century, the study by
H. Steinhaus, B. Knaster, and S. Banach of the problem of slicing the pie [11] can be considered to be the
first example of application of this paradigm.

A distributed system is a group of decentralized interacting performers. A distributed algorithm is a
protocol for the interaction of performers in a distributed system, which converts a decentralized group
into a team that jointly solves a certain problem [11, p. 104].

A multi-agent system is a distributed system consisting of agents. An agent is an autonomous
(perceiving the world divided into “itself” and “the environment”, which includes everything else) and a
reactive (capable of interacting with the environment and responding to environmental influences) object
(in the object-oriented sense), the internal state of which can be characterized in terms of “opinions”,
“perceptions” or “believes” (Believes), objectives (Desires), and intentions (Intentions) of the agent.
A multi-agent algorithm is a distributed algorithm for a multi-agent system.

The agent’s belief' is a set of its opinions about itself and the environment, which may be incomplete,
inconsistent, and generally incorrect (not true), whereas the agent’s knowledge is its opinions that
correspond to reality’. The objectives of the agent are its long-term tasks and responsibilities, which can
also be inconsistent. The agent’s intentions are used for short-term planning. The agent is responsive in the
sense that it can change its belief, objective or intention after interacting with other agents or the
environment, but each agent is still autonomous, which means that the change in its internal state depends
only on itself, and not on the environment ... Agents of the described type are commonly referred to as
BDI agents.

A rational agent has a clear idea of its preferences among potential objectives and always chooses the
action that has the highest priority and (from its point of view) promises the maximum benefit; there is a
distinction between a complete and limited rationality: they differ in the cognitive and deductive abilities
of agents. An intelligent agent is an agent controlled not by an imperative or functional deterministic
program, but by a non-deterministic logical program represented by behaviour rules of the form, where
Cy, ..., Cy are logical conditions on local variables and agent communication channels, ;& ...C;, =
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fork Ay 1; ... Ay mll . Ap 15 .. Ay join is a construction of parallel execution of several branches, and
A11; Ay, o Ap 1, e, Apm are actions from the number of assignments of new values to local variables,
reading data from input channels and ascribing them to local variables, and sending local data to output
channels.

About RAM Problem Solving

At first glance, RAM and MRP are different problems. First, in RAM, agents are rational, while in
MRP, agents are just robots that do not care at all about their benefits (about the length of the traversed
route, for example). Further, the MRP problem has an obvious geometric interpretation, but it is not at all
obvious that there are many routes without intersections, and, therefore, that it can be constructed by any
multi-agent algorithm whatsoever; at the same time, the RAM problem does not have a geometric
interpretation, but it is obvious that there is such a choice of sellers by buyers that any exchange of sellers
by any pair of buyers cannot reduce the total amount to be paid to all buyers together.

But from the algorithmic point of view, both RAM and MRP problems are closely related, since their
solutions belong to the class of so-called wave algorithms. This class of distributed algorithms has the
following general properties.

— completion: all agents complete their operation in a finite time;

— decision: each agent has a final decision-making moment; and

— interdependence: the decision of each agent affects all agents.

The individual beliefs of each agent in both algorithms are represented by two NC and CF integer
counters:

— the current value of NC (Number of Conflicts) is the upper estimate of the number of agents with
which the agent may have a conflict of intentions right now;

— the current CF (Conflict Free) value is the lower estimate of the number of agents that have no
conflicts at all.

Paper [12] presented two imperative wave algorithms LSM (Look for Salesman) and SWP
(SWaPping). LSM algorithm assumes that every buyer b has a fine” f;, for repeating its bids for any
salesmen. The following two propositions about LSM and SWP were proved in [12, p. 113].

Proposition 1.

If a multiagent system with fair communication consists of m > 0 buyers each of which would like to
make an individual deal with some of n = m salesmen, it is common knowledge (in the system) that all
buyers are agents executing algorithm LSM, and for every buyer b its fine f is always less than the
minimal price in its price-list,

then every agent will eventually terminate, it will know upon termination that nobody in the system
will never compete for its current salesman cur_sman, and (hence) it will be able to make a deal with this
salesman.

Proposition 2.

If a multiagent system with fair communication consists of m > 0 buyers each of which knows some
initial individual salesman among n = m salesmen, it is common knowledge (in the system) that all
buyers are agents executing algorithm SWP,

then every agent will eventually terminate, it will know upon termination an individual salesman (that
may be different from the initial one), and it will know that it is impossible to reduce by swapping the total
price all buyers have to pay.

These two propositions solve RAM problem, but under assumption of fair communication. This
assumption constitutes that if anyone of agents ever wants to communicate with any another agent, sooner
or later the communication session between them will surely take place. In this paper we will not discuss
how to guarantee this fairness, but we would like to point to one option that solves the problem: one can
assign priorities to buyers and allow seniors to initiate communication with juniors.

o
Time is money.
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Another drawback of the algorithms LSM and SWP is their imperative nature. And, therefore, agents,
guided by these algorithms are rational, but have not yet become intelligent.

Social Software Engineering and Agents

At the same time RAM is closely related to the classic Cake Cutting Problem (CC-problem), also
known as Fair Division Problem [6, p.124] that has been introduced by a group of Polish mathematicians,
Hugo Steinhaus, Bronislaw Knaster and Stefan Banach.

The CC-problem is to divide an infinitely dividable resource (“cake”) in such a way that all recipients
believe that they have received a fair. Special cases of the problem are proportional and envy-free
division. A division is said to be envy-free if each recipient believes (at the moment of reception) that
according to his measure no other recipient has received more than he has of a heterogeneous cake; in
contrast, a proportional division deals with a homogeneous cake where each of m recipients have to
receive exactly 1/m of the cake's volume.

To explain connections between RAM- and CC-problems, it is enough to reformulate a RAM as
follows:

The cake is cut on n > 0 pieces, which should be divided among m > 0 recipients. Each recipient
inb € [1..ml]is the intelligent rational agent to whom exactly one of piece of a cake is necessary, and it
knows the scale of value of pieces{p(b,s) = 0:s € [1..m]}. All recipientscan (in P2P-manner)
communicate, negotiate, make concessions, flip (individual change) and swap (pairwise exchange) their
pieces of a cake so that all concessions and swaps must be rational for both participating recipients.
However, each recipient can buy the chosen piece if and only if he/she knows that nobody else will ever
apply for this piece of cake.

Problem: Design a multiagent algorithm for recipients, which will allow each agent sooner or later to
get a piece of cake and, besides, guarantees that any pairwise swap of pieces can't reduce total value.

Differences between RAM- and CC-problems are evident: in CC-problem a cake is an infinitely
dividable resource, while in RAM-problem a “resource” has been cut already onto “salesmen”; solutions
of the CC-problem may be sequential, while solutions (if any) of RAM must be multiagent (i.e.
distributed, parallel and concurrent) by the problem statement. But even multiagent solution of CC-
problem can be unsuitable for a RAM-problem. For example, the classical envy-free solution of CC-
problem for two participants consists in the following: one agent cuts the cake so that any of two pieces
will satisfy him/her and the second chooses from these two pieces which satisfies her/him. As it is easy to
see if the cake is already cut on two pieces, and both agents wish the same piece, the system of these two
agents will get to the deadlock.

But in spite of these differences, RAM- and CC-problems have something in common since they both
are examples of a new research paradigm of Social Software [13].

In the modern world very many social requirements and procedures have algorithmic character. These
requirements can be written as (semi-)formal specifications and procedures — software (in a pseudocode).
Then the properties of these procedures can be analyzed and verified by formal methods. Well, the results
of the formal analysis or verification may be interpreted in socially significant terms. And though about
Social Software started talking only in a XXI century, but it is possible to consider as the first example of
application of this paradigm research of the Cake Cutting Problem by H. Shteinhaus, B.Knaster and S.
Banach.

This is exactly how in the paper [12, p. 115], LSM and SWP algorithms were formalized and
Proposition 1 and 2 were verified (using the methods of verification of imperative programs). And the
conclusion that can be drawn from these results is that conflicts between rational agents over the seller
(a piece of the cake and so on) can be resolved through penalties for intransigence, but these penalties
must be high enough (see Proposition 1).

Cryptographic Aspect Research
As part of the study of the cryptographic aspect of the RinS problem, we will assume that the input
data (coordinates of robots and shelters) are taken from some finite set of points in R¥, k > 2 space, all the
coordinates of which are numbers represented by a finite number of digits of some (fixed) positional
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number system. Let us note that in this case the meaning of the shelter distribution protocol is to calculate
some function of coordinates of robots and shelters, the value of which is the desired distribution. By
virtue of the Oblivious Transfer secure multi-party computation theorem [14, 15, 16] on confidential
calculations, there is a way to calculate this function, in which the participants will not receive any
additional information about one another’s input data. Unfortunately, the direct description of this method
is too cumbersome.

Therefore, we will somewhat simplify our task: we will assume that the participants are using some
kind of clicks-based shelter distribution protocol. Our objective, therefore, is to construct a click protocol
in which the participants would not reveal any additional information about their coordinates to one
another. We will consider the participants “semi-honest” (honest, but curious). This means that they
strictly follow the protocol, although they try to extract as much additional information from one another’s
messages as possible. This approach is fully consistent with the interpretation of participants as agents
who strictly follow their program and, moreover, are interested in the correctness of the protocol.

Cryptographic Aspect: Results

Proposition 3. Let S € R¥ be an arbitrary finite set of points, all the coordinates of which are
numbers with a fixed number of digits each in some fixed positional number system.

Then:

— there is a restriction of the simple click protocol to S set, in which the agents do not communicate
their coordinates to one another;

— there is a restriction of the click protocol with comparisons to S set, in which the agents do not
communicate to one another their distances to covers.

Proof. Let us take a closer look at the simple click protocol. (The click protocol with comparisons is
treated similarly). Note that the intersection of two straight-line routes [Ri, Si] and [R», Sz] is equivalent to
the conjunction of the three conditions as follows:

— both segments lie in the same plane;

— points R; u S; are separated by a straight line / (R, S,); and

— points R, and S, are separated by a straight line / (R, 1»).

All these three conditions are easily expressed by means of analytical geometry in the form of
equalities and inequalities between (fixed) arithmetic expressions from the coordinates of robots R;, R;and
covers S;, S;. Due to the finiteness of S set and the finiteness of the representation of all the coordinates of
all the points, we can consider these expressions as fixed Boolean functions of the binary representation of
the coordinates of robots and shelters, i. e. just as the well-known Boolean function. We can apply the split
computation protocol to this function [17].

Conclusion. Basic concepts of agents and multi-agent systems have been discussed in the article. A
review of multi-agent systems has been performed. Such main characteristics of the agent have been
provided as autonomy, proactivity, social ability, and reactivity; also, agents can possess such additional
characteristics as resilience, reasonability, productivity, mobility, personality, and rationality. A number of
new multi-agent algorithms have been presented, and their correctness has been proved. Two propositions
for solving RAM and MRP problems have been proved.

A. Carpi6aaaueBa', A. Mcmaniioa',
P. Moanamesa', A. Myxanosa’, K. Kaxipkyios'

IC. Celidpysnnun ateingars Kazax arporexnukainbk yausepeuteTi, Hyp-Cysiran kanacel, Kazakcran;
2J1.H. T'ymunes ateinaarsl Eypasus yrteik yausepcuteri, Hyp-Cynran kanacel, Kazakcran

BLIIMJIEP/II BEWHEJIEYTE APHAJIFAH JEPEKTEPJIH ABCTAPKTBI THIII
7KOHE KOII ATEHTTIK )KYUEJIEPIH CIIEHU®UKALIUATAPBI

AnHoranus. Ken areHTTIK alTOpHUTMAEPMEH MIEMIUIETIH KONTETeH MOCENeNep/i dJIeyMETTIK OarmapiaMaibiK
xacakrama (Social Software) mpobiemanapeIHBIH MBICAIIAPHI ACH caHayFa OOmamgsl - OYJI CAmbICTBIPMAJB TYPAE
’KaHa FeUIBIMU NIapaurma, OHbIH MOHI Kenecife. Kasipri aneMzie kenrereH ajeyMeTTiK Tajantap MeH npoleaypanap
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oTe alKbplH CHUNATTAIFaH anropuTMIik cunatka ue. CoHmplkTaH Oy TamanTapasl (kapThiiail) (Gopmaibasl
cneuuduKanysiap TypiHae, ajn mpoueaypaiapipl Oarmapiamanslk Typae (keiOip Oarmapriamanay TiniHAE Hemece
XKapThUTaid (hopMalibl TICEBIOKOATA) YChIHYFa 00Iabl, OYJI MPOIeaypatapablH KAaCHETTEPiH OarmapiaMaiblK Taaaay
JKOHE TEKCEPy dIiCTEPiMEH 3epTTeyre 00Iabl.

Makasaja areHTTep MEH KeIl areHTTIK JKyienep Typasibl HEri3ri TYCiHiKTep KapacThipbliagsl. COHBIMEH Karap,
aneyMeTTiK-OaraapiaMaiblK JKacakraMa KOHTEKCTiHJe OUTIMII YCBIHYABIH KOIl areHTTIK aJIrOpUTMIEPIiHIH eKi
Mocelieci KapacTHIpBUTFaH. bBipkarap »aHa areHTTep alrOpUTMIEPi YCHIHBUIABI KOHE OJAapABIH TYPBICTHIFBI
JIONIENICH T. ATEHTTIH aBTOHOMUS, OCJICEHIUTIK, dJI€YMETTIK KaOIIeTTUTIK, peaKTUBTUIIK CUSKTHI HETI3T1 CHITaTTaMa-
Japhl KENTIPUITeH, COHBIMEH KaTap areHTTep TaOaHIBUIBIK, ITapacaTThUIBIK, OHIMIUTIK, YTKBIPIBIK, KEKE TYIIFa,
MapacaTThUIBIK CHSIKTBI KOCBIMIIIA CHIAaTTaManapra ue Ooja anaapl. bipkarap »aHa areHTTep alropuTMiepi
YCHIHBUIIBL JKOHE ONIAPIBIH AYPBICTHIFBI AonenneHni. RAM xonme MRP mocenmenmepiH miemryre apHainFaH eKi
TYIKBIPBIM JTQJICIJICHII.

Tyilin ce3aep: MyJNBTHAreHTTIK JKyienep, MyJbTHArEeHTTIK aJIrOPUTMIED, OJECYyMETTiK-OaFraapiaMabik
umwkenepuss, RAM sxoHe MRP Tanceipmanapsl, GhopMaiibabl CHIIaTTamaiap, yiaectipiiren xyie, SWP anropurmi,
BepuUKaLus.

A. Carpifananesal, A. UcmanioBal,
P. Moanamesa', A. Myxanosa, K. Kagnpkysios'

'Kazaxckuii arporexanueckuii yausepcuteT uMm. C.Celigynmna, Hyp-Cynran, Kazaxcras;
’Eppasuiickuil HannoHAIbHbI yHuBepcuteT um.JI.H.I'ymunesa, Hyp-Cynran, Kazaxcran

ABCTPAKTHBIE TUITBI IAHHBIX JJISI ITPEJICTABJIEHUS 3HAHU I
N CIIEHNOUKAINA MYJBbTUATEHTHBIX CUCTEM

AHHoTanus. MHOTHe 3a7a4yy, KOTOPBIE PEIIAIOTCS MYJIBTHAT€HTHBIMU alrOPUTMaMH MOKHO CUHTATh IpUMe-
pamu 3a/1a4 CoOLHO-TIporpaMMHoii ntkenepueit (Social Software) — cpaBHUTENIFHO HOBOM Hay4YHOH MapajurMsl, CyTh
KOTOpOW COCTOMT B ClieAylolieM. B coBpeMEHHOM MHpe OYEHb MHOTHE COLMajbHbIE TPEOOBAaHUS U HPOLEAYPHI
HOCSIT OY€Hb YETKO ONMCAHHBIN ajJroputMudeckuil xapakrep. [loaTomy 311 TpebOBaHNS MOXKHO IPE/ICTABUTH B BUJIE
(mmoity) opmanbHBIX crienuUKanuii, a Mpoueaypbl — IPOrpaMMHO (Ha KaKOM-JTHOO sI3bIKE TPOTPaMMHUPOBAHMS WIIH
Ha 1101y hOpMaIbHOM TICEBIOKO/IE), IIOCIIE YETO CBOWCTBA ATUX MPOLEAYP MOKHO HCCIIEJ0BATh METOIaMH aHaIu3a U
BepHu(pHUKALIUN IPOTPaMM.

B cratbe paccmaTpuBaOTCS OCHOBHBIE TIOHATHS ar€HTOB M MYJIbTHAreHTHBIX CHCTEM. TakKe paccMaTpuBarOTCs
JIBE TIPOOIEMBI MyJIbTHAr€HTHBIX aITOPUTMOB AJIS IPECTABICHNS 3HAHUH B KOHTEKCTE COLMO-IIPOrPaMMHON WHKe-
Hepuu. IIpencTaBieH psi HOBBIX MyJIbTHAr€HTHBIX aJITOPUTMOB, I0Ka3aHa UX KOPPEKTHOCTH. IIpiuBeIcHBI OCHOBHBIE
XapaKTEpPUCTUKU arcHTa, TaKUe KaK aBTOHOMHOCTb, IPOAKTUBHOCTb, COIMAJIbHAs CIOCOOHOCTh, PEAKTUBHOCTb,
TAaK)K€ areHTbl MOTYT HMETh JOIOJIHUTENbHBIE XapAKTEPUCTUKH, TAKHE KaK CTOMKOCTb, DPAacCyKIaeMOCTb,
MIPOMU3BOINTEIBHOCTh, MOOHJIBHOCTb, JMYHOCTb, PallMOHAILHOCTh. [IpeacTaBiieHbl psii HOBBIX MYJIbTHAI€HTHBIX
aNrOpUTMOB, JOKa3aHa UX KOPPEKTHOCTh. Jloka3aHbl 1Ba yTBepxaAeHuUs i peuieHns RAM u MRP 3anau.

KitoueBble ¢10Ba: MyJIbTHAar€HTHBIE CUCTEMBI, MyJIbTUAT€HTHBIE aJITOPUTMBI, COLUO-IPOrpaMMHasi UHKEHe-
pust, RAM u MRP 3anaun, popmanbuble cienudukanyii, pactpeaenéHias cuctema, anroputm SWP, Bepudukarust.
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