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INFORMATION SYSTEM FOR PEOPLE
WITH HEARING IMPAIRMENT

Abstract. The article presents the development of an information system for recognizing voice into text for
people with hearing impairments, which makes it possible to improve the quality of life and interaction in society
with other people. The device, software, functional blocks and subsystems of the information system are described.
Examples of possible application and placement of the system in various spheres of public life are given. One of the
types of implementation of the voice recognition information system is described. The development and creation of
prototypes of a device for people with hearing impairments is considered. In the course of the research, the Google
Speech Api technology was selected for speech recognition. In addition, this article presents a software and hardware
complex that allows you to translate speech into text and then display it on the screen. Arduino UNO-based devices
were chosen to achieve the goal. All information is processed on the smartphone of people with hearing impairments,
which is sent to the device via Bluetooth with Arduino.

Keywords: information system, Google Speech Api, Arduino UNO, microcontroller, Ethernet, display, board,
bluetooth, connector, port.

1. Introduction. Nowadays, it is impossible to develop various areas of human activity without the
widespread use of computer technology and the creation of information systems. Information processing
in such systems has become an independent scientific [1-2] and technical direction. In the modern world,
information has become one of the most important resources, and information systems (IS) have become a
necessary tool for virtually everyone, including people with disabilities.

Modern world information technologies have determined the direction of adaptation of people with
disabilities. There are more than 360 million people with hearing impairments in the world community. In
various countries, active research and development is underway to create information systems for the
hearing impaired. Many scientific papers have focused on the use of neural networks to recognizing
gestures. There are also gloves based on the Arduino Uno microcontroller for the hearing impaired. It is a
bulky and inconvenient device, it is only at the design stage (no mass production), there is no text scoring,
it is displayed only on the OLED screen.

The rapid process of miniaturization of electronics leads to the emergence of a new class of devices -
wearable electronics, which is becoming the most relevant trend of our time. Mobile solutions can help
transform speech and sound into visual representations for people with hearing impairments. However,
where handheld phones pose problems, displays can facilitate further communication through privately
written text, hands-free use, increased mobility, and socially acceptable interactions.

The progress in the field of augmented reality, which led to the creation of prototypes of augmented
reality glasses - GoogleGlass and MicrosoftHololens, is especially bright and interesting [3-4].
Applications using these devices appear every day and are shown at the latest company exhibitions. The
advent of augmented reality devices was a new step in the development of technology. Many companies
managed to release analogs of these devices.

Another breakthrough was the emergence of an open unified universal digital platform Arduino,
which made it possible to make a real prototype of the device. This platform includes a digital processor, a
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programmer from a computer, and a development environment. The platform is open, which has allowed
the emergence of a huge number of devices compatible with it - from the simplest sensors, screens to
complex Ethernet boards, WiFi, etc.

Based on the knowledge gained, the capabilities of existing augmented reality devices were
considered. The existing universal microcontrollers and devices interfaced with them, as well as writing
programs for such devices, have been studied.

Using the Arduino [5-6] universal controller allows you to make a prototype of such devices. Using
the open architecture of the controller allows you to write a universal platform for the device that makes
life easier for people with hearing impairments.

2. Methods.

When researching this topic, the implementation of speech recognition and speech-to-text conversion,
as well as the output of the received text to the device screen, were considered. The first part of the
implementation consists of speech recognition and conversion to text.

The study examined some of the methods used in speech recognition.

Pre-emphasis. Different signals differ in volume. To bring audio to the same form, it is necessary to
normalize the signals and filter them with a high-pass filter to reduce noise. Pre-emphasis is a filter for
speech recognition tasks. It boosts high frequencies, which improves noise immunity and gives more
information to the acoustic model.

Framing. The original signal is not stationary. It is divided into small intervals (frames), overlapping
with each other, which are considered stationary. A Hann window function is applied to each frame to
flatten the ends of the frames to zero.

Fourier. Fast discrete Fourier transform. The Fourier transform allows you to decompose the original
stationary signal into a set of harmonics of different frequencies and amplitudes. This operation is applied
to the frame, hence it transforms the frequency representation. We apply the Fourier transform to all
frames, the spectral representation is formed and the power of the spectrum is calculated.

Log mel filterbank. Numerous scientific studies have shown that a person recognizes low
frequencies better than high ones, and the dependence of his perception is logarithmic. Therefore, a
convolution of N-triangular filters with one in the center is applied to the power spectrum. As the filter
increases, the center shifts in frequency and increases logarithmically at the base. This allows you to
capture more information in the lower frequencies and compress the representation of the high frequencies
of the frame, subsequently the data is logarithm [7].

The second part of the implementation of the text output to the screen.

To study the principle of operation of the Arduino device with a universal control board, a number of
experiments were considered to study the programming of universal controllers. For the hardware part,
devices with certain functional properties were selected (table 1).

Table 1 - Functional components of the created device

Ne Name Main settings

1 Microcontroller board Arduino Uno

2 Display 16x2, Integrated controller WS0010

3 Bluetooth Module HC-05

4 Connecting wires / connectors JST connector with wire (male-female kit), wire length 100mm
5 USB cable A-B

6 Android device Smartphone

7 IDE Arduino Software environment

In the course of the research, the Google Speech Api technology was selected for speech recognition.
Speech recognition works for 80 languages. Recognition of speech on the air through a microphone or
audio recordings from files up to 2 minutes is possible. Numerous formats are supported, including FLAC,
AMR and PCMU. Speech API technology can be embedded in any programming language. In this work,
the Python language was chosen for this. The system provides the recognized text instantly in the process.
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The recognition process is divided into several stages:

* Signal analysis. At this stage, the system sends the received request to the server. This is where the
process of clearing interference and noise takes place. The next process is the compression of the received
sound, it is divided into fragments, which is 25 milliseconds long. The divided fragments are passed
through the acoustic model. For later recognition, this model determines which sounds have been
pronounced.

* In the stage of signal recognition, the reference pronunciations stored in the acoustic model are
compared with the speech fragments of the recording. Using machine learning, the system selects variants
of spoken words and their context. As a result, it collects presumed words from sounds.

* The last step is to convert the signal to text. Using the language model, the system determines the
word order and matches unrecognized words by context. The information obtained at these stages goes to
the decoder. Therefore, with the most probable sequence of words, the decoder combines data from the
acoustic and language models, converts them into text [8].

For programming the Arduino, the standard C ++ programming language was used (the AVRGCC
compiler is used). Of course, there are several other development environments and several programming
languages (Sketch, Basic), aimed mainly at beginners. We used the C ++ language and the ArduinolDE
device driver packages available on the Internet with an example of the program code [9-10].

To interact with the Arduino with a 16x02 LED display, the LiquidCrystal.h library was required,
which includes a variety of commands to control the monitor.

On the Arduino Uno board, at the top are pins numbered from 0 to 13. These are digital pins, usually
various LEDs are connected to them. However, pin number 13 is responsible for the operation of the built-
in LED on the board and serves, most often, to check its operability. By specifying the pin number in the
sketch, we can work with the device that is connected to it. For this we use the necessary functions:
pinMode, DitalWrite [11-12]. The PinMode () function is used to customize this very pin. All pins on the
board can work as inputs and outputs. By default, all pins are inputs, but the LED needs an output signal
as it receives an operating command and voltage. The PinMode (pin, mode) function consists of two
values. These are pin - pin number and mode - input / output mode (INPUT / OUTPUT). Further, the loop
itself is written in the void loop () function. After determining the contact, as an output, you can set it to a
high or low state, this is 0 or 5 volts of voltage [13].

We change the state of the output signal using the digitalWrite (pin, level) function. It also has two
meanings. This pin is the pin number (for example, our LED is connected to pin A0) and level is the
output signal level: it can be low (HIGH) or high (LOW).

The use of the delay (1000) function serves to set the delay in the program code between the
execution of various actions (since the controller cannot simultaneously perform several actions, but
performs them sequentially). The function itself specifies the time of this very delay in milliseconds
(1000ms = 1s).

Before assembling all the devices, a program code was entered on the Arduino Uno board that will
translate speech into text and output it to a 16x2 Led Display. The program code was previously written in
the Arduino IDE software (an overview of the program was described earlier). To enter the code, the
board was connected to a computer via a USB port, which also serves as a power supply for the Arduino
UNO.

To implement the device, the Arduino board must be connected to a power source. Here, the power
source is a USB cable from the Arduino UNO coming from the computer, as well as from the wall power
supply that is connected to the connector. I also uploaded the code to the Arduino board via USB. You
should not use a power supply greater than 20 volts as this will overwhelm your Arduino. The
recommended voltage for most Arduino models is 6 to 12 volts. The necessary ports were installed in the
software environment, corresponding to the hardware, only after installing the input and output ports, the
program code is loaded and launched.

Physically, it serves as a wireless intermediary, transferring data between the Arduino and any
smartphone. The application is available for both Android and IOs operating systems. After
connecting the two boards, the Led Display was connected to the Arduino, then the HC-05 Bluetooth
module [14].
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The connection diagram is shown in figure 1.
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Figure 1 — Layout diagram of the device

Pin AO is connected to pin 16 of Led Display.

16th pin of LED -> 1st pin of LED Display

2nd pin Led Display -> + 5V Arduino Uno

3rd pin of Led Display -> GND Arduino Uno

4th Pin Led Display -> 5th Pin Arduino Uno

5th Pin Led Display -> 4th Pin Arduino Uno

6th Pin Led Display -> 3rd Pin 1Sheeld

Connection diagram of the Bluetooth module HC-05 to 1Sheeld

RXD pin Bluetooth HC-05 -> TXD pin Arduino Uno

TXD pin Bluetooth HC-05 -> RXD pin Arduino Uno

GND pin Bluetooth HC-05 -> GND pin Arduino Uno

VCC pin Bluetooth HC-05 -> 5V pin Arduino Uno

Therefore, when the required boards have been connected, the device is operational as the program
code was previously entered. In this project, an Android smartphone was selected and the OneSheeld
application was downloaded. The device and the application communicate through the HC-05 Bluetooth
module [15].

4. Conclusions. Given that at the current stage of the project we decided to focus on the
implementation of the application and its interaction with the interface, new implementations were
inserted into it at a later stage, but we cannot fail to mention this due to the usefulness of these resources.
We will refer to the final stage of the project implementation: changes in the application interface,
improvement of the usability of the Android device by the end user.

As a result, there were studies of ways to implement speech recognition developed on the Google
Speech API technology. In the course of the research, the methods and stages of speech-to-text
reproduction were considered.
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This article is the result of research that studies and explores the possibilities of automation using
Arduino[18]. Built with inexpensive resources such as Arduino and other devices, and an Android app to
facilitate socialization of people with disabilities, this app will certainly make its own difference in their
lives. However, this prototype is not intended for commercial use. The main goal is to help people with
hearing impairment, however, and in the future this solution can be easily implemented.

E.C. Hypaxos, A.E. Kamu
'O1-Papabu areingarsl Kazak yATTEIK yHUBEpCHTETI, AnMaTthl, Kazakcran

ECTY KABLIETI HAILIAP AJIAMJIAPFA APHAJIFAH
AKHAPATTBIK JKYIE

AnnHoranus. Makanama ecty Kabineri OY3pUIFaH afaMaapra MOTIHIII AaybICTaH TaHyFa apHAIFaH aKIapaTTHIK
JKYHEHIH JaMy >Kar[daifbl YCHIHBUIFAH, OYJI eMip Cypy CalachlH jKaKcapTyFa JKoHe KoraMIarbl 0acka amamaapMeH
e3apa KapbIM-KaThIHAC jXacayFa MYMKIHIIK Oepeai. AKNapaTThIK XKyie KYpPBUIFBICHI, OarnapiamMalblK jKacakrama,
byHKIHOHANIBI OJOKTaphl MEH 1HIKI KyHenepi cunarranFal. JKyieHi KoFaMIbIK eMIpAiH Typii calachlHIa KOJijia-
HYFa )KOHE OpHAJIACThIPYFa MbICANAap KenTipiireH. [laybICThl TAHUTBHIH aKMapaTThIK KYHEHI eHri3y TypiepiHiy Oipi
cunattanrad. EcTy KaOijeri TOMEH agamaapra apHalfaH KYpbUIFbl NPOTOTHITEPIH jKacay JKOHE KYpY JKOJIaaphl
KapacThIpbLIabl. 3epTTey OaphIChIHIA coieyi Tany yuriH Google Speech Api TexHonmoruscel TaHga bl COHBIMEH
Karap, OYI Makajiaza ceiyiey[i MOTIHIe ayJapyFa, COJaH KCWiH OHBI JKpaHFa INbIFapyFa MYMKIHIIK OepeTiH
OarapIaMalIbIK-anmaparThlK KelleH yebHbuFad. Ockl MakcaTka sxkeTy yiiH Arduino UNO HerisiHgeri KypbUFbIiap
Tananabl. bapieik akmapat ecty kKabineri Oy3puFaH agaMaapaslH cMapThOHBIHIA eHenel, o1 Arduino kemeriMeH
Bluetooth apkpuibl KypbUTFBIFa Oepinesi.

Tyiiin ce3aep: akmaparTsiK xyite, Google Speech Api, Arduino UNO, mukpokonTpoiuiep, Ethernet, mucmei,
Takra, Bluetooth, koHHEKTOP, TTOPT.

E.C. Hypaxos, A.E. Kamu
Kazaxckuit HallmoHaNBHBIN yHUBEpCUTET UMEHH anb-Dapadu, Anmarel, Kazaxcran

NHOOPMALIMOHHASA CUCTEMA
JIJISI IIOJIEM C HAPYIIEHHUEM CJIYXA

AnHoTanus. B crathe mpencraBieHa pazpaboTka HHOOPMAIIMOHHOW CHCTEMBI PacliO3HABAHMS I'0JI0Ca B TEKCT
JUIS JFOZIe ¢ HapyIICHWSMH CIyXa, MO3BOJIAIOIIEH IMOBBICHTH Ka4eCTBO XM3HU M B3aUMOJACHCTBHUS B OOIIECTBE C
JIpyruMu JmoapMu. OMHcaHbl YCTPOHCTBO, IpOorpaMMHOE obecneueHne, (yHKIMOHATbHbBIE OJOKH U TTOJICHCTEMBI NH-
dopmanoHHOH cucteMsl. [IpuBeaeHbl IpUMEpsl BO3MOXKHOTO NPUMEHEHUS U Pa3MELIEHHs] CUCTEMbI B Pa3IM4YHBIX
cdepax oOmecTBeHHOH XKM3HU. ONMCaH ONMH W3 BUAOB peanu3aliy MH(GOPMAMOHHOM CHCTEMBI PacIO3HABaHUA
rosioca. PaccmMaTpuBaeTca pa3paboTka M CO3JaHHE ONBITHBIX 00pa3loB yCTpOIcTBa Ul JIIOAEH C HapyHICHUSIMU
ciyxa.

B xone nccnenosanus Obu1a BeiOpana Texnonorus Google Speech Api anst pacnoznaBanust peunt. Kpome toro, B
JIAHHOU CTaThe MPENICTaBJIEeH MPOrPaMMHO-aIapaTHBIH KOMILIEKC, TO3BOJISIONINHN TIEPEBOIUTh Pedb B TEKCT U 3aTEM
BBIBOJUTH €€ Ha dKpaH. [y IOCTIDKeHMst 3TOoW 1enu ObuiM BBIOpaHbI ycTpoiictBa Ha 6aze Arduino UNO. Bes
nHdopmanust obpadaTeiBacTcsi Ha cMapTOHE JIOJCH C HAPYIICHUSAMH CITyXa, KOTOPBIM IepelacTcsi Ha yCTPOWCTBO
o Bluetooth ¢ nomomsio Arduino.

KuaroueBsle ciaoBa: mHpOpMarmonHas cucrtema, Google Speech Api, Arduino UNO, MuKpOKOHTpoIuIEp,
Ethernet, mucmneii, miata, Bluetooth, pazsem, mopr.
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