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CLASSIFICATION OF PEOPLE BY PSYCHOLOGICAL PERSONALITY
TYPES BASED ON THE HISTORY OF CORRESPONDENCE

Abstract. Temperament is a set of innate tendencies of the mind associated with the processes of perception,
analysis and decision-making. The purpose of this article is to predict the psychotype of individuals based on chat
stories and follow the Keirsi model, according to which the psycho type is classified as a craftsman, guardian,
idealist and mind. The proposed methodology uses a version of LIWC, a dictionary of words, to analyze the context
of words and uses supervised learning using KNN, SVM, and Random Forest algorithms to train the classifier. The
average accuracy obtained was 88.37% for artisan temperament, 86.92% for caregivers, 55.61% for idealists, and
69.09% for rationality. When using the binary classifier, the average accuracy was 90.93% for artisan temperament,
88.98% for caregivers, 51.98% for idealism, and 71.42% for rationality.
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1. Introduction

Personality defines a set of traits that describe a person's behavior, temperament, and emotions [13].
Personality refers to a set of traits and qualities that form a person's personality. Thus, personality
prediction is of interest in the fields of healthcare, psychology, and human resources and has many
commercial applications. Several studies have examined the relationship between a person's social media
behavior, personality types, and psychological illnesses such as depression and post-traumatic stress Hall
[17].

Social networks consist of various types of social sites, including traditional media such as
Newspapers, radio and television, and non-traditional media such as Facebook, Twitter, Telegram, etc.
social networks [3] Analysis is the process by which patterns can be analyzed and extracted from social
media data [13]. In this context, this article develops a system for predicting the psychotypes of Telegram
personalities using data in Russian [12]. The temperament model used was introduced by David Keirsey
and divides temperament into four categories: guardian; idealist; craftsman; rational. For this purpose, we
used the TECLA Framework, which is suitable for working with Russian-English texts. In addition, the
LIWC (Linguistic Inquiry and Word Count) dictionary will be used to display contextual analysis of
words by temperament [16].

This article is written as a representation on the second section, David Keirsey's substrate model used
by TECLA, and section IIl describes the structure of TECLA. The fourth section presents the
methodology and results achieved, and finally, the fifth section summarizes the results and discusses
future prospects.

2. Model number Keisey

Temperament is a set of innate tendencies of the mind associated with the processes of cognition, a
set of individual psychophysiological features of the individual, analysis and decision-making [1]. People
are looking for success, happiness, love, pleasure, etc. In different ways and with different intensity, so
they have different types of temperament [5].
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Temperament is marked by its history in the sentences of the four humors described by Hippocrates,
which underlie the four theories of humor for interpreting human health and disease States [5]. According
to this theory, Galen (190 ad) 250 modeled the first typology of temperament [6].

The American psychologist David Keirsey directed the study of temperament to behavior, paying
attention to choice, patterns of behavior, unity and consistency. According to Keirsey, psychological type
is defined by the drive and interest that motivate us to live, act, move, and play roles in society [12][7]
[1 Keirsey].

Artisans are usually impulsive, tend to say what comes to mind and do what suits them. Guardians
talk primarily about their duties and responsibilities, as well as how well they comply with the law.
Idealists usually act with a clear conscience, a pragmatic mind, behave effectively to achieve their goals,
and sometimes ignore rules and customs when necessary [8][11].

Keirsi's temperament can be obtained by comparing the results of the MBTI (Myers-Briggs type
indicator) test, a total of 16 psychological types [7][1][17] that classify users according to four parameters.
Psychological type is an attitude as an abbreviation consisting of Latin letters starting with E and I
(extroverted and introverted). S and N represent sensation and intuition, the process of perception. The
letters T and F represent thinking and feeling, usually using logical reasoning, think first and feel later;
and J and P represent judgment and perception, that is, relationships that reflect a person's style in the
outside world.

Comparison of MBTI with the Keirsi model is performed using the Myers-Briggs classification of
abbreviations, as shown in table-1 [7].

Table-1: Classification model psychotic personality of Karsi for MBTI

Keirsey Myers-Briggs
Artisan ESTP ISTP ESFP ISFP
Guardian ESTJ ISTJ ESFJ ISFJ
Idealist ENFJ INFJ ENFP INFP
Rational ENTJ INTJ ENTP INTP

3. The TECLA Framework

The TECLA framework (temperature classification framework) was developed by Lima and de
Castro [11][12] to provide a modular classification tool.

Psycho is based on the models Carsi and Myers-Briggs [11]. Built in a modular format, it provides
greater independence at each stage of the process and allows you to combine and test different
technologies in each module [11]. Figure 1 shows the TECLA modules described in detail below.
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Figure 1 - structure of the TECLA structure

* Data collection module: retrieves information from users to be classified, including data, identities
and users, user tokens, and a set of user messages.
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* Message preprocessing module: processes data by creating a matrix of objects (meta base)
represented by meta properties. TECLA information is divided into two categories: grammar and
behavior. Behavioral categories use information from Telegram, such as the number of messages, the
number of subscribers, followers, favorites, and the number of times users were added to bookmarks.
Grammatical categories use information from LIWC, MRC, Taggers, or oNLP [12].

* Module classification of psychological type: psychological type identification of users of social
networks. The classification is performed on the models Carsi using a series of classifiers.

 Evaluation module: used to quantify infrastructure performance. In the version proposed in this
technical article, TECLA is adapted to work with text written in Russian-English, and uses information
provided by LIWC [12].

4. Methodology and results

The descriptions that will be described in this section correspond to the modular structure of the
TECLA framework. First, we will explain how each module of the framework was implemented and what
the result of its calculations is.

The collection of data. To test this work, we used data from an Excel file in which we collected data
(the message and some attributes) from Telegram, available in Russian, and which is provided by the
research center [19] for computational linguistics and psycholinguistics (CLiPS). The data set consists of:
user ID; data ID; other data ID; validated data ID; MBTI results (Myers-Briggs type indicators); and
gender. Data was recorded using the Telegram API [20] in the following form: each given user, the
number of users, the number of favorites, and the total number of messages [10] from all users.

The source database consists of 256 user IDs. In this universe, 222 user IDs could not be collected
due to an access denial, resulting in there are 213 valid user IDs left. Table 2 provides a descriptive
analysis of the database based on the David Keirsey model.

Figure 2 shows the distribution of the user's psychotype. An idealistic temperament is a dominant
temperament that makes up a total of 44% of the database.

Distribution of Temperament Types

Rational Artisan
1195 450
31% 12%
. Guardian
' 506
13%
'udculisl
1717
44%

Figure 2 - Distribution of individuals according to temperament

Preprocessing and categorical analysis. At this stage, the application text is prepared. This is part of a
classification algorithm consisting of special characters, spaces, numbers, symbols, URLS, tokenization,
and stopword removal [4]. After that, we applied the word set technique to indicate the importance of each
attribute (token) by weighing each token based on TF-IDF [2].

Another way to organize your documents is to use dictionaries such as the Language Inquiry Word
Count (LIWC), which allow you to group words into psychologically relevant categories. LIWC was
created by Dr. James Pennebaker to investigate the relationship between language and personality [9][15].
This is a text analysis tool that organizes documents into categories, assigning each word a corresponding
category.

Using THE liwce dictionary, we calculated the frequency of words by temperament. The goal is to
present the most frequently used word categories for each temperament, as shown in table 3. According to
the first analysis, rational temperament usually has a higher average category frequency, which results in
the guardian psychotype being taken.

In the second analysis, all substrates are more often found in the following categories: functional
words, such as: for, no, very and others; pronouns such as: I, my, me and others; as well as verbs such as:
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signs, occurrences and others; socialization, which is a social process, such as user storytelling and others;
cognitive category gear mechanism [16]; relativity, rotation, exit and others. There are users who tend to
write and hide their identity and tend to submit articles that can Express behavior and show greater
awareness and logical thinking.

Another analysis showed that the ppron category for rational and idealistic temperament stands out.
And ipron, present, ready, keepers and rational temperament.

This category belongs to the linguistic dimension, which tends to write more articles, pronouns,
modal verbs, etc. the Category of people is more often found with an idealistic and rational temperament
and tends to write about people. Influence categories are more common among guardians and idealists,
and users tend to Express positive, negative, and other emotions. Finally, the admission category has a
higher average frequency of temperaments of artisans and caregivers who tend to write about the body,
health, and others.

The frequency of words is low, and the categories "Future", "Family", "Anxiety, vision", " Healthy,
"Death, ""Consent," and "filler" have the same value for all temperaments.

Table 3 - Average frequency of LIWC categories by substrate.

Category Artisan Guardian Idealist Rational
funct 5,22 5,31 5,30 5,39
pronoun 1,85 1,86 1,91 1,93
ppron 1,21 1,22 1,25 1,26
i 0,39 0,36 0,42 0,41
we 0,04 0,04 0,04 0,03
you 0,66 0,70 0,66 0,68
shehe 0,64 0,67 0,65 0,67
they 0,12 0,13 0,13 0,13
ipron 1,22 1,25 1,24 1,27
article 0,77 0,80 0,78 0,81
verb 1,87 1,88 1,88 1,91
auxverb 0,67 0,69 0,68 0,70
past 0,42 0,43 0,43 0,43
present 1,12 1,13 1,12 1,15
future 0,08 0,08 0,08 0,08
adverb 0,48 0,50 0,50 0,50
preps 1,48 1,52 1,46 1,49
conj 0,91 0,90 0,92 0,93
negate 0,24 0,25 0,25 0,25
quant 0,59 0,60 0,61 0,62
number 0,14 0,14 0,15 0,15
swear 0,71 0,71 0,72 0,73
social 2,16 2,17 2,21 2,24
family 0,04 0,04 0,04 0,04
friend 0,11 0,10 0,10 0,09
humans 1,11 1,11 1,15 1,14
Affect 1,08 1,10 1,09 1,08
Posemo 0,70 0,72 0,71 0,69
negemo 0,35 0,34 0,36 0,36
anx 0,05 0,05 0,05 0,05
anger 0,14 0,13 0,14 0,15
sad 0,17 0,16 0,17 0,17
cogmech 4,06 4,14 4,12 4,18
insight 0,72 0,73 0,74 0,75

—— 48§ ——
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cause 0,48 0,50 0,49 0,50
discrep 0,68 0,68 0,69 0,70
tentat 0,98 0,99 1,00 1,02
certain 0,38 0,39 0,39 0,39
inhib 0,53 0,55 0,54 0,55
incl 1,40 1,42 1,40 1,41
excl 0,79 0,80 0,80 0,82
percept 0,78 0,79 0,80 0,79
see 0,26 0,26 0,26 0,26
hear 0,18 0,17 0,18 0,18
feel 0,31 0,32 0,31 0,31
bio 0,71 0,69 0,72 0,71
body 0,32 0,31 0,31 0,32
health 0,13 0,13 0,13 0,13
sexual 0,21 0,20 0,21 0,21
ingest 1,08 1,10 1,06 1,06
relativ 2,30 2,36 2,28 2,31
motion 0,76 0,76 0,74 0,76
space 0,98 1,01 0,97 0,99
time 0,98 1,02 0,96 0,96
work 0,23 0,25 0,23 0,24
achieve 0,46 0,49 0,46 0,47
leisure 0,31 0,32 0,31 0,31
home 0,06 0,06 0,06 0,05
money 0,29 0,30 0,29 0,31
relig 0,08 0,09 0,09 0,08
death 0,06 0,06 0,06 0,06
assent 0,13 0,13 0,13 0,13
nonfl 0,26 0,27 0,26 0,27
filler 0,03 0,03 0,03 0,03

Classification. During the experiment, 4% of the total data set was randomly selected and used
because of the size of the processed matrix and the availability of computing resources. To perform
substrate classification, we used the following classifiers available in Scikit-learn [14]. KNN; SVM; and
random forest. Each temperament is divided into binary problems, as suggested by Lima and de Castro
[12]. For testing, cross-validation of folders 6 and 10 was used, and accuracy, accuracy, recall, and
F-measures were calculated. For the KNN classifier using K-nearest neighbor feature classification, K =1,
K =2, K =3, and cosine similarity were used to determine neighbors. The tests were divided into liwc
[19] and TF-IDF [20] dictionary.

Table 2 - telegram users ' Temperament and data (A = artisan, G = guardian, I = idealist, R = rational)

A G I R Total
Users 450 506 1.717 1.195 3.868
Datas_Statuses_Count 12.343.807 15.648.860 65.593.286 45.198.150 138.784.103
Data Base 674.211 738.755 2.570.646 1.751.624 5.735.236
Friends 168.893 225.371 825.969 640.529 4.012.741
Favorites 1.768.903 2.371.924 10.006.749 6.683.984 1.860.762
Contact_num 292.413 423.549 1.497.093 1.799.686 4.012.741
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5. LIWC

Table 4 shows the results of testing the 10-fold launch of 6 folders in TECLA. The values shown in
bold represent the best average accuracy and F measurements obtained by the classifier for each
temperature.

For the artisan's temperament, the KNN algorithm with K = 1 gave an average accuracy of 80.44%
and an F-measure of 88.91%. The better the performance, that is, the more accurate the function markup,
the better is the SVM algorithm with an average accuracy of 88.37%, followed by a random forest with
an average accuracy of 87.95%. SVM had better average accuracy and 100% responsiveness, while
Random Forest had better accuracy than SVM.

As for the guardian's temperament, the most obvious prediction comes from the SVM algorithm with
an average accuracy of 86.92% and a measure of F. This was followed by a 93% random forest and an
average accuracy of 86.32%. The lowest average accuracy (78.36%) was found in KNN with K = 1.

SVM showed the best results even with an ideal and reasonable temperament.

The idealistic substrate had an average accuracy of 55.61%, an F measurement of 71.46%, a rational
substrate of 69.09%, and an f measurement. These two substrates exceeded the average accuracy and were
suitable for marking objects .50%. Overall, the SVM has the highest accuracy for all temperaments, but
for artisan and guardian temperaments, Random Forest showed an average accuracy very close to SVM.

6. TF-IDF

Table-5 shows the results of cross-checking the execution of 10 folders 10 times in a TECLA
environment. The values shown in bold represent the best average accuracy and the results of the F
measurement obtained using the binary classifier for each temperature. Artisan temperament achieved
high average accuracy (90.93%) with KNN, K = 3 and F-measurement of 95.09%, which makes the
results obtained by KNN reliable (K = 3). The accuracy is 88.35%. SVM had the highest average accuracy
for sentinel temperament, but in this case KNN for K = 3 performed very poorly. One hypothesis about
this low value is an imbalance in the database, so when you increase the number of neighbors, the
algorithm cannot label objects. For the idealistic temperament, SVM and KNN were practical (K = 3). For
rational temperament, the best performance was 82.85% of the average accuracy for the KNN algorithm
with K = 2. Once again, SVM turned out to be the algorithm that showed the best average performance
among those tested.

Table 4 - Accuracy (Acc), precision (Pre), re-call (Rec), and F-measurement (M-F)
for 4 media using 6 folders and 10 replays.

LIWC | INN INN INN Random Forest | SVAM
Ace | BO44% =0,71% 87.62%+0.37% 87.62%+0.37% §7,95% = 0,16% | 88.37% = 0,00%
irtican P2 88,79% £ 0,14% 88.47% + 0.07% 88.47%+ 0.07% 88.41% £ 0.06% | 88.37%=0,00%
) Rec | 89.10% =087% 98.86% + 0.44% 98.86% = 0.44% 99.39% +0.15% | 100,00% = 0.00%
M-F | 8891%=047% 93 37% + 0.23% 93 37%+ 0.23% 93,56% = 0,09% | 93,82% = 0,00%
Acc | 18,36=0,62% 85,67%£ 0.10% 85, 14% £ 0.10% 56,32% = 0,11% | 56,92% = 0,01%
i [P 87,03% 0,07% 56.04% £ 0,04% 86,94% £ 0,04% 87,03% = 0,06% | 86,92%2 0,00%
Rec | 88.22% =0.76% 98.27% +0.09% 98.36% = 0,09% 99,01% +0.11% | 100,00%=0,01%
MF | 87.61%=043% 92,25% £ 0,06% 92,30% = 0,06% 92,63% = 0.06% | 93,00% = 0,01%
Ace | 54.97%= 046% 54.97% £ 0.46% 52,57% = 0.61% 5417% £ 0.40% | 55.61% = 0,01%
T T 56,80% £ 0.27% 56,80% £ 027% 57,88% 4 0,57% 56,67%+026% | 5561%0,01%
Rec | 79.44%  080% 79.44% % 0.80% 54.18% 20.97% 75,65% + 1,04% | 100,00% = 0,00%
MF | 66,19%%0.33% 66,19% + 0.33% 55.86% £ 0.67% 64,76% + 0.45% | 71.46% = 0,02%
Acc | 59,12% = 0,58% 65.82% £ 0.45% 97,62%+0.37% 66,61% = 0,26% | 69,09% = 0,03%
PR E 69.72% £ 0.21% 69.27% £ 0.13% 38.47%+0.07% 69.74% £ 0.14% | 69.10% 0.01%
Rec | 72,17% = 120% 50,84% = 1.16% 98,86% < 0,44% 91,38% +0,40% | 99.97%= 0,04%
MF_ | 7085%=065% 7TE57% £ 047% 74.78%+027% 79.09% £ 0.19% | BL,71% = 0,03%
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Table 5 - Accuracy (Acc), Precision (Pre), Recall (Rec), and F-measure (M-F)
for four temperaments using 10 folders and 10 iterations

TFIDF  |INN INN INN Random Forest  |SVM
An §731%23,01% | 90,05%=0,00% | 90,93%«0,06% | 87,69%=0,07% | 85,35% = 0,07%
Pre B7,31% £3,01% | 90,05% = 0,09% | 90,93% £0,06% | 87,69%=007% | 88,35%%0,07%
e R 99,00% +3,00% |100,00%%0,00% |100,00% %0,00% [100,00% +0,00% |100,00%  0,00%
MF 92,56% £2.99% | 9473%=0,07% | 95,09% #0,06% | 9325%=0,08% | 93,60% = 0,07%
Aws §8,98% = 0,06% | 85,08%20,00% | 27,13% 4 3,73% | 88.25%=0,07% | 90,93% = 0,08%
Pre 88,98%%0,06% | 85,08%=0,09% | 1627%=325% | 8825%=007% | 90.93%%0,08%
e 100,00% % 0,00% |100,00%%0,00% | 19,00%=3,00% |100,00% +0,00% |100,00% 0,00%
MF 94,04% 20,05% | 9168%=011% | 17,50%=05,16% | 93,55% 2 0,13% | 98,15% = 0,06%
Ao 52,40% £2,14% | 51.08%20,10% | 61,08%«0,08% | 5442%=329% | 61,04%%0,12%
T 48,14% +1,05% | S198%=0,10% | 61,05%=0,08% | 50,12%=5,65% | 61,04%+0,12%
Rec 90,00% +0,00% [100,00%%0,00% |100,00%=0,00%  |88,00%=8,72% |100,00% % 0,00%
MF 62.12% £0,99% | 67,74%2020% | 75,13%+0,7% | 63,02%% 6,78% | 7,08% = 0,34%
Ans 65,52% % 143% | TLA2% % 0,10% | 70,80%=0,11% | 65,60%%182% | 65,21% < 0,06%
Raonst P 62,18% £0,72% | 1142% 20.10% | 70,80%=0,11% | 65,40%=241% | 68.21% = 0,06%
Rac 90,00% +0,00% [100,00% £0,00%  |100,00% = 0,00% | 99,00% = 3,00% |100,00% < 0,00%
NF 73,16% £0,50% | B3,85% +0.27% | 8251%20,07% | 1821%=2,63% | 80,10% < 0,013%

7. Conclusion

Temperament affects how we perceive the world and react to it. Understanding temperament is very
important in our lives and is important for correctly positioning ourselves in the market. In General, you
can determine your temperament using a test such as the Myers-Briggs type indicator (MBTI). The
hypothesis of this study is that only with the help of data obtained from a person's social networks, it is
possible to passively determine their psychotype. To do this, we used a database containing MBTI results
from Telegram users. These data were used to create a model for predicting temperament. Documents
(data) are a RUSSIAN liwc dictionary, in which words are grouped by category. Word frequency
calculations were performed to show the categories most commonly spoken by artisans, keepers, idealistic
and rational psychotypes. In this analysis, you can determine the user's email trends, perception, among
other things, related to the topics that are most identified. The data was structured using LIWC and
TF-IDF. For classification via LIWC, the best accuracy results were obtained for the temperament of the
artisan and guardian trained with SVM. For TF-IDF, the highest average accuracy was for artisan,
guardian, and idealist temperament, and the SVM algorithm was also highlighted. For expressions using
TFIDF, the best average accuracy was observed for the artisan and guardian temperament of the KNN
(K =3) and SVM algorithms.

As a future work, we plan to conduct a case study using the TECLA framework with a database of a
set of volunteer users, so that the data can be used to train TECLA by answering the MBTI test form and
sharing a social profile. Make a frame and sort it by temperament. Another improvement is to examine the
content of the document to find out how much the imbalance base hinders obtaining these results, to
understand why the accuracy of the classifier is low and whether processing of an unbalanced class is
required.
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C. Poickya6ex!, O.2K Mambip6aes?, A. P. Typrantaesa’

'O1-Papabu areingarsl Kazak yaTTeIK yHUBEpCHTETI, AnMaThl, Kazakcran;
2KP BFM BK AKnapatThIK KoHE ecenTeyill TeXHONOTHsIap MHCTUTYThI, AnMaTtsl, Kasakcran
& &

AJAMJAPIBI XAT AJIMACY TAPUXBI HET'T3IH/JAE
HCUXOJIOTUSIIBIK TYJIFA TYPJEPI BOMBIHIIA KIKTEY

Annoranus. TeMrepaMeHT AereHiMi3 — KaObUIAay, Tangay >KoHE IIemiM KaObuimay yaepiciHe OalimaHBICTBI
aKbUT-OHUIBIH Tya OITKeH TEHACHIMUIAPEIHBIH )KUBIHTHIFBL. MakaaHbIH MaKCaThl — QJICYMETTIK JKeJiIepaeri KapbiM-
KaTBIHAC HETi3iHIe JKeKe aJaMHBIH MCUXOTHUIIH Ooinkay xoHe Kelipcn MomeniHe cylieHy, COFaH COHKeC NMCHXOTHUI
mebep, KaMKOpIIbL, HMICATUCT JKOHE aKbUl peTiHAe Kikreneni. ¥YcwiHbUFaH oaictemene LIWC Hyckachl, ce3
KUBIHTBIFBI, co3 KoHTekciH Tanmay yumiH KNN, SVM xone Random Forest anroputmaepin Oakbiiay apKbUIbI
KJIacCU(UKATOP OKBITYIbl Ke3zaeiai. TeMmepaMeHTIIEH >KYMBIC iCTey YIIIH OpTalla €cemleH allbIHFaH JdJIJIIK
koneHepiriiepre 88,37%, topOuenrinepre 86,92%, 55,61% wuaeamucrep MEH PalMOHANIBUIBIK YimiH 69,09%
TOIIIKTI Kypaitael. EXiTiK )KIKTEyilTi KOJIaHFaH Ke3/Ie OpTaIlia JTIIIK KOJIOHEPIIiHiH TeMnepamenTi yuid 90,93%,
TopOueminep yuin 88,98%, nuneanusm yuin 51,98% sxone yTeIMIbUIBIK YiiH 71,42% Kypazpl.

Tyiiin ce3mep: oneymerrtik >xeminep, ML, NLP, ncuxorunti Ttany, Keipcu TtemmepameHTiHIH Mozeni,
KJaccuduKarys.

C. Poickyabex!, O.2K Mambipoaes?, A. P. Typranoaesa’

'Ka3axckuit HAIMOHAIBHBIN YHUBEPCUTET UM. anb-Dapabu, AJMaThL
2 MuctutyT ME(GOPMALMOHHBIX U BEIYHMCIUTENBHBIX Texnonoruii KH MOH PK, AnMarsl, Kasaxcran

KJIACCHU®UKALUAA JIOJEN MO TUIIAM IICUXOJOI MYECKOMN JINUHOCTH
HA OCHOBE UCTOPHUMU ITEPEIIMCKHA

AnHoTtanusi. TeMnepaMeHT — 3TO COBOKYITHOCTh BPO>KICHHBIX CKIOHHOCTEH yMa, CBSI3aHHBIX C IIPOIiECcCaMu
BOCIIPUATHS, aHAJIN3a U IPUHATHS perreHuid. Llenb 3Toi ctathn — npencka3arh NCUXOTHII JIIOJICH Ha OCHOBE 4aTOB U
cienoBath Moaenn Kelpcu, coriiacHO KOTOPOH MCUXOTHI KJIaCCH(HUIMPYETCsl KaK PEMECICHHUK, OTIEKYH, HICaIiCT
U yM.

IIpemmaraemass Metomonorus ucnoib3dyer Bepcuio LIWC, mabGop ciioB mns aHanm3a KOHTEKCTa CIOB H
UCIIONIB3YeT KOHTpOJUpyeMoe oOydeHue ¢ wucnosib3oBanuem anroputMoB KNN, SVM u Random Forest mis
o0yueHus knaccudpuxaropa. CpenHss HOMy4eHHas: TOYHOCTh coTaBmia 88,37% Ui TeMIiepaMeHTa peMeCICHHHKA,
86,92% — nnsa Bocurateneit, 55,61% — mis upeanuctoB u 69,09% — mns paunoHaidbHOCTH. [lpu ncmonp30BaHUM
OuHapHOTO KiaccudukaTopa cpeiHssi ToyHOCTh coctaBmwia 90,93% mis temmnepaMmeHnTta pemecieHHuKa, 88,98% —
IS Bocniutatene, 51,98 — nns uaeanuszma u 71,42% — 1t paliioHanbHOCTH.
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