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DEVELOPMENT OF THE NEURAL NETWORK FOR SOLVING
THE PROBLEM OF SPEECH RECOGNITION

Abstract. The article discusses a method for solving the problem of speech recognition on the example of
recognizing individual words of a limited dictionary using a forward propagation neural network trained by the error
back propagation method. The goal was to create a neural network model for recognizing the solution of individual
words, analyze the training characteristics and behavior of the constructed neural network. Based on the input data
and output requirements, a feedback neural network selected. To train the selected neural network model, a back
propagation algorithm was chosen. The developed neural network demonstrated the expected behavior associated
with learning and generalization errors. It found that even if the generalization error decreases as the learning
sequence increases, the errors begin to fluctuate regardless of the introduction of a dynamic learning rate. The
network sufficiently trained to meet the generalization error requirements, but there is stillroom to improve the
generalization error. Practical results of training the constructed neural network at different sizes of the training
sample presented.
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1. Introduction.

The task of speech recognition is one of the most urgent tasks of our time. Despite the fact that now
there are many ready-made speech recognition systems based on various technologies, the problem of
speech recognition not completely solved, since existing systems have certain disadvantages. In particular,
the dependence of the system on access to data transmission facilities and insufficient recognition
accuracy.

One of the promising directions in solving speech recognition problems is the use of artificial neural
networks. Neural networks are widely used in solving various classes of pattern recognition problems due
to their ability to generalize.

2. Source data of the task

Aspects of the construction and application of neural networks for solving the problem of speech
recognition on the example of the problem of recognizing numbers from 1 to 9, i.e. the words "one",
"two", "three", "four", "five", "six", "seven", "eight" and "nine", respectively. Since the sounds of human
speech lie in the frequency range from 100 to 4000 Hz, to solve this problem, it is enough to use a
sampling frequency of 11025 Hz to digitize speech signals. Using this frequency allows you to reduce the
flow of audio data, while avoiding the loss of useful components of the signal. As part of the task, audio
signals are represented by sets of frames, each of which contains 512 samples.

Based on the experimental analysis of audio recordings of various pronunciation variants of the
studied words, the maximum duration of the useful signal was determined (figure 1), which was 1 s.
Accordingly, the minimum set of frames covering the duration of the useful signal should consist of
20 frames. Missing samples of the original signal filled with zeros.

The results of the Fourier transform performed for each analyzed frame will used as input data for
training the neural network. This approach allows you to analyze the signal both in the frequency domain
(using the frame spectrum) and in the time domain - by splitting the original signal into frames. Since
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significant information is contained in the real frequency spectrum, after performing the Fourier
transform, the real spectrum of the signal is used, discarding the phase information (figure 2, b).

At the output of the neural network, a number is expected that is in the range from 1 to 9 and uniquely
corresponds to its verbal representation submitted to the input of the neural network.
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Figure 1 - Time diagram of the word «four»
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Figure 2 - The first frame of the signal "four":
a-time diagram; b-spectrum of the selected frame

3. Neural network approach to solving the problem

A neural network is a collection of connected and interconnected artificial neurons that accumulate
input values and generate an output signal using the activation function. The work of a single neuron can
be represented by the formula

yj = FX wijx;), (1

where y; — the output signal of j neuron; w;; — the weight of the connection between i and j neurons;
x; — the output signal of i neuron; F — the activation function of the neuron [1].

Methods of connecting neurons in artificial neural networks determine the topology of the neural
network. According to the structure of interneuron connections, two types of neural networks can be
distinguished: direct propagation neural networks and recurrent neural networks. In direct propagation
neural networks, the communication between layers is unidirectional — each neuron connected only to the
neurons of the next layer. Such networks are static due to the lack of feedbacks and dynamic elements.
The output of such a network depends only on the input data. Recurrent neural networks are dynamic, due
to the presence of feedbacks. The output of a recurrent neural network depends on its previous state [2].

The topology of the neural network is selected directly for the analyzed problem, taking into account
the features and complexity of its solution. Optimal configurations already exist for some types of tasks.
However, if the problem cannot be reduced to any of the known types, it is necessary to synthesize a new
configuration of the neural network directly for the problem solved. Since there is no general method for
choosing the optimal configuration of a neural network, the structure of the neural network is selected
experimentally.

The most obvious structure is the network of direct signal propagation, so named because the neurons
of one layer can only be connected to the neurons of nearby layers without reverse and recurrent
connections [3]. Typically, such networks consist of an input layer, one or more hidden layers, and an
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output layer. The simplest structure of such a network is shown in figure 3. This network has one hidden
layer, an input layer consisting of n neurons and an output layer consisting of m neurons.

Figure 3 - Typical structure of a neural network

Using such a neural network, data are converted from an n-dimensional input space to an m-
dimensional output space. The advantage of this type of neural networks is their relative simplicity and
visibility, which allows you to analyze the operation of the neural network used. Based on the format of
input and output data, a neural network of direct signal propagation will be used to solve the problem, the
input layer of which contains such a number of neurons that corresponds to the number of analyzed
features (that is, the number of frames multiplied by the number of analyzed spectral components) [4].
Recurrent neural networks cannot be used in the solution of the problem, as due to the presence of
feedback output values of a recurrent neural network depends on the previous state of the network, and
since spoken words within the tasks are not linked, the previous state of the network should not affect the
recognition result.

Figure 4 - The neural network structure used

To solve speech recognition problems, the most common solution is to use the number of neurons in
the output layer that corresponds to the number of recognized objects. However, when solving this
problem, the neural network architecture was chosen, which contains one neuron in the output layer, the
output value of which is in the range from 0 to 1, which corresponds to the numbers from 1 to 9. The
neural network used also has one hidden layer (figure 4).

After determining the topology of the neural network, you need to choose a learning algorithm.
Neural network training can be done in two ways - with a teacher and without a teacher. When using
training with a teacher, neural networks are represented by pairs of input and output data vectors, because
of which the error is calculated and the weights of the neural network adjusted. The algorithm repeated
until the neural network error reaches the required minimum value. In the case of unsupervised learning,
the output data are not known in advance, so only the input data are used [5].

When choosing a training algorithm, it is necessary to take into account the topology of the neural
network, the model of the analyzed data and the intended method of training the neural network. Since a
forward propagation neural network chosen, the most well — known multi-layer perceptron learning
algorithm, the error back propagation algorithm, will be used.
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4. Training a neural network by back propagation of an error

The error back propagation algorithm involves calculating the error of both the output layer and each
neuron of the trained network, as well as correcting the weights of the neurons in accordance with their
current values. In the first step of this algorithm, the weights of all interneuron connections initialized to
small random values (from O to 1). After initializing the weights, the following steps performed in the
neural network training process:

- direct signal propagation;

- calculation of the error of neurons of the last layer;

- reverse propagation of the error [6].

Direct spread signal made in layers, starting with the input layer, in this case calculates the sum of the
input signals for each neuron using an activation function to generate the response of a neuron that
propagates in the next layer, weighted by interneuron connection according to the formula (1). T As a
result of this step, a vector of output values of the neural network obtained.

The next stage of training is to calculate the neural network error as the difference between the
expected and actual output values. The error is calculated for each neuron of the output layer according to
the formula

Sk = (EXPy — yi)F' (Vi), (2

where §;, — the received error of the k neuron of the output layer; EXP;, — the expected value for k output
neuron; Y, — the actual output value of k neuron; F'(y;) — the derivative of the activation function of k
neuron [7].

For subsequent layers of the neural network, the neuron error is calculated using the formula

Sk = F'(7i) * XML, 8iw, 3)

where §;, — received error for the k neuron; §;- error of the i neuron of the previous layer; wy; — the weight
connection between neuron k of the current layer and neuron i of previous layer; y, — the actual output
value of neuron k; F'(y,) — derivative of the activation function of neuron k; M — number of neurons of
the previous layer [8].

The resulting error values propagate from the last, output layer of the neural network, to the first. In
this case, the values of the correction of the weights of neurons calculated depending on the current value
of the link weight, the learning rate and the error made by this neuron.

After completing this step, the steps of the described algorithm are repeated until the error of the
output layer reaches the required value.

When correcting the weights of interneuron connections, the concept of learning rate is used. The
learning rate of a neural network is one of the most important parameters that control the learning process.
This parameter determines the amount of change in the weighting coefficients of interneuron connections.
For a perfect approximation to the minimum error of the neural network, the learning rate should tend to
an infinitesimal value to ensure the best convergence of the learning algorithm. However, the smaller the
selected value of the learning step, the longer the learning takes place online [9].

In order to overcome these problems, the so-called dynamic learning rate is used. When using this
method, the learning step is not a constant value, but depends on other parameters of the learning process
(time, iteration number, or neuron error in the previous step). The dynamic learning rate can be introduced
for each neuron of the network individually, or for the entire network as a whole.

The functions used to calculate the learning rate must have the following properties:

1) Y(x) =0 for x =0;

2) Y(x) = MAX at x—>=w;

3) Y(x)—>0 for x—0.

To work with the neural network, the following function is selected, reflecting the dependence of the
learning rate of the neuron on the error value:

Y(x) = |MAX *(=CST * x| )| , “

where MAX — a constant that determines the maximum possible learning rate; x — the amount of error
introduced by the neuron; CST — a constant that determines the degree of steepness of the resulting
function. The function is represented by a graph in figure 5.
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This function meets the specified requirements and provides the most optimal change in the learning
rate. At the beginning of the learning process, the MAX parameter is set to the maximum value of the
learning rate (in our case, MAX = 3), because of which, for large values of the learning error, changes in
the weight coefficients will be significant. As the neuron error decreases, the learning rate will decrease,
and as the learning error tends to zero, the learning rate will also tend to zero [10].

Thus, when solving the problem, dynamic control of the learning rate is implemented, in which the
value of the learning step is calculated for each neuron separately, depending on the error made by this
neuron. The introduction of this algorithm made it possible to more accurately approach to the minimum
learning error of the neural network. When comparing the learning nature of a neural network with an
adaptive learning rate and a neural network with a minimum fixed learning step, the former shows a
smoother tendency of the error to the minimum value without significant fluctuations.
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Figure 5 - Graph of the learning rate of an individual neuron

Two types of neural network errors that most fully characterize the learning process are considered. In
the process of training a neural network, a training error and a generalization error are distinguished.
Generalization error is an error that the neural network demonstrates in examples that were not involved in
the learning process. A learning error, on the contrary, is an error that the trained neural network
demonstrates on the examples of the training sample [11].

An important aspect of neural network training is the training sample. A training sample is a set of
pairs of input and output data (for training with a teacher) used in training a neural network. The control
sample-part of the sets that are not involved in training the neural network - used to determine the
generalization error.

For correct training of a neural network, the training sample must have the representativeness
property. Representativeness in this case should be understood as the presence of a sufficient number of
diverse training examples that reflect the patterns that should be detected by the neural network in the
learning process. The representativeness of the training sample expressed in the following aspects:

- sufficiency: the number of training examples should be sufficient for training;

- diversity: the training sample should contain a large number of different combinations of input and
output data in the training examples;

- uniform representation of classes: examples of different classes should be presented in the training
sample in the same proportions.

Increasing the number of examples in the training sample increases the time required for the neural
network to reach the specified indicators due to a generalization error [12].

When training the constructed neural network, we obtained results confirming the theoretical
dependence of the generalization error on the power of the training sample (Fig. 6, a). The dependence
between the power of the training sample and the deviation of the generalization error from the steady-
state value also revealed (figure 6, b).
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Figure 6 - Behavior of the generalization error depending on the power of the training sample:
a-change in the minimum value of the generalization error; b-change in the deviation of the generalization error
from the steady-state value

5. Conclusion. Based on the results obtained, it can be concluded that with an increase in the training
sample size, the minimum possible value of the generalization error decreases, and the nature of the
dependence of the generalization error on the power of the training sample coincides with the theoretical
one. However, this increases the time spent on training the neural network, and increases the deviation of
the generalization error from the established value.

Thus, a neural network model was implemented to solve the problem of recognizing words
corresponding to the pronunciation of numbers from 1 to 9. When analyzing the behavior of the neural
network, it was determined that the existing size of the training sample is not enough to achieve a zero
error in the generalization of the neural network. However, the constructed network showed the ability to
learn, confirmed by experimental data. When the specified generalization error is reached, the program
saves the weight coefficients in the form of a header file, which makes it possible to restore the trained
neural network for later use.

M. . Aunbmaramberosal, O. K. Mambipoaes?

lOn-Mapabu areiparsl KasYY, Anvarsl, Kazakcran;
2KP BEM BK AKnaparThik 5KoHE eCEnTeyill TEXHONOTHsIIAp MHCTUTYThI, Anmatsl, Kazakcran

COWJIEY/II TAHY MAKCATBIHJIA HEUPOH/BIK )KEJIHI KYPY

AnHoTanusa. Makanazia KaTeHi Kepi Tapary oiciMeH OKBITBUIFAH TiKeJIeH TapaTyblH HEHPOHIBIK JKEINICiH KOJI-I1aHa
OTBIPBIT, HICKTEYJi CO3MIKTIH JKEKE CO3iH TaHy apKbUIbl COMNeyJi TaHy MOCENICCiH IMIeHly dJici KapacThIPbI-Talbl.
MakcaTbIMBI3 — KEKe CO3Ji TaHy YIIiH HEHPOHIBIK Keli MOJCIIH KYpYy, KYpbUIFaH HEHPOHMBIK >KEJIHIH OKBITY CHIAT-
Tamanapbl MEH SpPEKEeTIH Tajijay.

Oypre TYpICHAIPY HOTIDKENepl HEHPOHIBIK KEMiHI OKBITY YIIIH Kipic peTiHae maiijanaHblIafgbl SKoHE Kipic
JIepeKTepiH TaHJayFa HerizaenreH. MacereHi ey YIIiH KaTeHiH AMHAMUKAJBIK OKY KbUIIaMIBIFBIMEH Kepi Tapaiy anro-
PUTMI TaH#ANJbI, OUTKEHI OYJ1 aNrOpUTMII €Hri3y HEHPOHMIBIK XKETiHi OKBITYABIH MUHHUMAIbl KATECIHE [OJ XKAKbIHAAYFa
MYMKIiHIIK Oep/i.

XKeni >xkanmeliay KaTeciHiH TalanTapblH KaHAraTTaHABIPYFA SKETKINIKTI AaiiblHAanraH, Oipak jkalmbulay KaTeciH
JKakcapTyra Oomanpl. KypeutFaH HEHpOHIBIK JKEJiHI OKBITYABIH MPAaKTHKAIBIK HOTIDKENEepl TYpii OKy YITiCiHIOEe YCBhI-
HBUIFaH.

Tyiiin ce3mep: ceilneyai TaHy, HEHpPOHIBIK KeJiiep, KaTENIKTepl Kepi TapaTy alropuTMi, OKBITY, OKY >KbLJI-
JIAM/IBIFBL.

M. . Inabmaramberosal, O. K. Mambipoaes?

'Kazaxckuii HallMOHAILHBIH YHUBEPCUTET UM. alb-Dapabu, AMaThL;
2 MucTutyT HHPOPMALIMOHHBIX U BHIMUCIUTENLHBIX TexHonoruit KH MOH PK, Anmartsl, Kazaxcran

PA3PABOTKA HEMPOHHOI CETH JJIsA PEIHHEHUSA 3AJJIAYU PACIIOSHABAHMUS PEUN
AHHoOTanus. B cTaThe paccMaTpuBaeTCs METOA PEIICHHUS 33a4d PAaclO3HABAHUS PEYM Ha IPHMEPE Pacro3Ha-BaHHS

OTJENBHBIX CJIOB OIPAaHUYEHHOI'O CJIOBaps C MCHOJIb30BAaHHEM HEHPOHHOH CETH HPSMOTrO paclpOoCTpaHEHUs, 00y4eHHOH
METOIOM OOpaTHOrO pacmpocTpaHeHHs omuoOok. Ilenb cocrosiia B TOM, YTOOBI CO3IaTh HEWPOCETEBYIO MOAENb JUIS
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pacro3HaBaHHS OTAENBHBIX CIIOB, IIPOAHAIM3UPOBATh OOyYAIOIIMe XapaKTEePUCTUKH M MOBEJCHHE ITOCTPOCHHON
HEHpOHHOH ceTu.

PesynbraTe mpeobpa3zoBanus Oyphe HCIIOTBE30BaHEI B KAYECTBE BXOMHBIX JaHHBIX JUI1 OOYUCHHUS HEHPOHHOH CeTH H
000CHOBaH BBIOOP BXOJAHBIX JAHHBIX. J[JIf pelleHus] MOCTAaBIEHHON 3alaudl BbIOpaH aarOpUTM OOPAaTHOIO paclpocTpa-
HEHHs OIMMOKH C AMHAMUYECKOH CKOPOCTBIO OOy4eHHs, TaK KaK BBEJECHHE STOTO AITOPHTMA IO3BOIMIO OoJee TOYHO
IpUOIU3UTHCS K MUHUMAJIbHON OInOKe 00yueHUs! HeHPOHHOU CeTH.

Cets nocTaTo4HO OOydeHa, YTOOBI COOTBETCTBOBATh TPEOOBAHMAM OMIMOKH OOOOIIEHHS, HO €CTh €Ie MECTO I
yiydmenust omubOku o6o0menus. IlpencraBieHbl NPakTUUECKUE Pe3yIbTaThl 00yUeHUs] IOCTPOCHHOM HEHPOH-HOHU ceTH
TIPH Pa3NIMYHBIX pa3Mepax oOydaromieil BRIOOPKH.

KiroueBble ciioBa: pacrno3HaBaHWE PE4d, HEHPOHHBIE CETH, AITOPUTM OOPAaTHOIO PAaCHpPOCTPaHEHHs OIINOOK,
o0ydeHne, CKopocTh 00yUeHUsI.
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