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DESIGN AND SIMULATION OF VIRTUAL LOCAL AREA
NETWORK USING CISCO PACKET TRACER

Abstract. Modern local networks consist of several subscriber devices located inside the same building.
Computers on the local network are interconnected using network equipment - switches. By default, all devices
connected to the ports of the same switch can communicate by exchanging network packets.

Computer networks of data transmission are the result of the information revolution and in the future will be
able to form the main means of communication. The worldwide trend towards the integration of computers in the
network is due to a number of important reasons, such as the acceleration of the transmission of information
messages, the ability to quickly exchange information between users, receiving and transmitting messages (faxes,
E-mail letters, electronic conferences, etc.) without leaving the workplace, the ability to instantly receive any
information from anywhere in the world, as well as the exchange of information between computers of different
manufacturers working under different software.

A large number of broadcast packets sent by devices leads to a decrease in network performance, because
instead of useful operations, the switches are busy processing data addressed to everyone at once. The situation
forces us to divide such large networks into autonomous subnets; as a result, the logical structures of the network are
different from the physical topologies. This article discusses VLAN technology (Virtual Local Area Network -
VLAN), which allows you to divide one local network into separate segments.

Key words: Computer Networks, IP Addresses, Cisco Packet Tracer, Ping Test, Virtual Trunking Protocol,
Subnetting, VLAN.

Introduction. Today in the world there are more than 130 million computers and more than 80% of
them are united in various information and computer networks - from small local networks in offices to
global networks. Computer networks - a set of personal computers (PC) distributed over a territory and
interconnected to share resources (data, software and hardware components).

Basic requirements for modern computer networks:

1) Easy operation and user access to the network;

2) Openness — the ability to connect different types of devices;

3) Development — the ability to increase network resources and subscribers;

4) Autonomy — the user's work on his personal computer (PC) should not be limited to the fact that
the PC is included in the network;

5) Integrality — the possibility of processing and transmitting information of various kinds: symbolic,
graphical, etc.;

6) Security — the ability to prevent unauthorized access to the network.
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The purpose of a computer network is to provide users with a network service. The organization of
network service is carried out by network services. Network service provides the user with the ability to
perform the following basic functions, which are based on remote access to network resources:

—work with files distributed over the network (transfer, storage, receiving, playback);

— multi-user access to files, allowing you to have one instance of the data and organize the
collaboration of users in a single information space;

— work with geographically distributed databases;

— distributed computing;

— reception, transmission of e-mail;

— remote maintenance, network administration.

The existing networks are currently divided primarily on a territorial basis [1]:

1. Locate Area Network (LAN), this network covers a small area with a distance between individual
computers. Typically, such a network operates within the same institution.

2. Wide Area Network (WAN), this network usually covers large areas (the territory of a country or
several countries). Computers are located at a distance of tens of thousands of kilometers from each other.

3. Regional networks, such networks exist within the city, district. Currently, each such network is
part of a global network and a special specificity in relation to the global network is not different.

4. Virtual Local Area Network (VLAN) is a feature in routers and switches that allows you to create
multiple virtual LANs on a single physical network interface (Ethernet, Wi-Fi interface). VLANS are used
to create a logical network topology that is independent of the physical topology.

Materials and methods. Virtual LAN technology is used in the design of internal networks of
universities, organizations and enterprise networks. VLAN is a data link layer technology for building
multiple logical networks on the top of physical network. The LAN network is divided into different
logical segments called broadcast domains. The workstation division is based on the functions, platforms
and teams [2]. Virtual LAN is nothing but a group of devices that are connected virtually but may or may
not physically connected [3]. Virtual LAN or VLAN allows network engineers and network administrators
to make logical network from physical network. This technology is used to segment a complex network
into smaller networks for better manageability, improved performance and security [4].

Types of VLAN:

- Port-based VLAN (Port - based VLAN) - each switch port is assigned to a specific VLAN and any
network device connected to that port will be in the assigned virtual network;

- MAC-based VLAN (MAC-based VLAN) - VLAN membership is based on the MAC address of the
workstation. In this case, you must bind the MAC addresses of all devices to the VLAN on the switch;

- Port-based VLAN and IEEE 802.1 v protocols - the Protocol type is used to determine VLAN
membership;

- VLAN based on IEEE 802.1 Q - field VLAN accessories, integrated into the Ethernet frame
structure, which allows you to transfer this information over the network. The advantage is the flexibility
of configuration, use not only on one switch, but also within the entire switched network; the ability to use
equipment from different manufacturers in the organization of the network [5].

There are two methods for assigning a port to a specific VLAN:

- static assignment - when the VLAN port ownership is set by the administrator during the
configuration process;

- dynamic assignment - when the port VLAN membership is determined during the operation of the
switch by using the procedures described in special standards, such as IEEE 802.1 x When using IEEE
802.1 X to gain access to a switch port a user is authenticated on the RADIUS server. According to the
results of authentication the switch port is placed in a particular VLAN [6].

X.Sun et al. [7] adopted the K-means clustering algorithm to partition VLANSs for each user group
based on a broadcast traffic cost model. The broadcast traffic cost model is defined as

B=H+«A+*W @
Here, H denotes the number of hosts of a VLAN, A denotes the average broadcast traffic (in packets

per second, pkt/s) generated by a host, W denotes the sum of links of the spanning tree, and B denotes the
total broadcast traffic cost of the VLAN. Fuliang Li et al. [5] extend the model as shown in:
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Here, H and A have the same meaning as Sung’s model, and we assume that broadcast traffic is

generated at 2.12 pkt/s per source, that is, A = 2.12. C denotes the total link cost of a VLAN. B. denotes
the weighted (i.e. taking into consideration the link cost) broadcast traffic of the VLAN.

K.He et al. [8] proposed the GreenVVLAN approach, An energy-efficient approach for VLAN design,

developed a practical equations to solve the proposed model and the complexity of the algorithm is analysed:

min Y;¢; E; 3)

s.t.Ep =y, (F) (4)

Yho x; <N, VieH (5)
Yi(1—x;)<MVieH (6)
xj(1-Q@))=0,vijeH (7)

XijXjk — Xigk = 0,Vi,j,k (i<j<k)€EH (8)
B(v(®) = Xy x;; x A(v(@®) * W(v(D)) < Th, Vi€ H 9)

Equation 3 computes the total energy consumption in the network. Equation 4 calculates the energy
usage of link I. Equation 5 and Equation 6 guarantee that the produced grouping solution should satisfy the
feasibility criteria, that is, the number of host per VLAN should not exceed the upper bound N and the
number of VLANSs created should not exceed the upper bound M. Equation 7 means the produced
grouping solution should guarantee the correctness criteria, in other words, hosts grouped into the same
VLAN must belong to the same logical category. Equation 8 means that if x;; = 1 and x;, = 1, then x;
must also equals to 1 (i <j <K), this equation guarantees the correctness of the solution. Equation 9 makes
sure that for each created VLAN, the broadcast traffic will not overflow the threshold Th, which might be
determined by the network operator.

The structure of a real network is formed using structure-forming equipment (switches, routers), to
which network nodes are connected, and a multi-level (often three-level) network is created [9]. This
approach is used when creating a corporate network based on VLAN technology. At the same time,
groups of the first level of the information structure are virtual local networks. The second and third levels
of the information structure are designed to connect these networks to each other. The number of switches
used to connect nodes of the technical structure of the corporate network when creating first-level groups
(first-level switches) is determined by the features of the real set, the technical capabilities of the switches.
Let's denote this number K7, K; > K; = 1. Number of switches to connect first-level switches and create
second- level groups ( second -level switches) K5, K; = K, = 1. The number of switches of the third level
to connect the switches of the second level - K5 = 0.

The technical structure of the network is defined by a set of ST elements: Yy = |ly;;.
(i=12,..,M;j =12,..K) matrix of connections of technical network nodes (workstations, servers)
with first-level switches; Y5 = ||y§l-j||. (i=12,..,K;j=12,..K;) matrix of connections of first-level
switches with second-level switches; Y5 = ||3’§ij ,(i=12,..,K;;j =1,2,...K3) matrix of connections
between third-level switches and second-level switches; X = ||xi“l-j ,(,j =1,2,...Ky) matrix of
connections for first-level switches. X; = ||x;l-j | (i,j = 1,2, ... K3) matrix of connections for second-level
switches; X3 = ||x§ij||, (i,j = 1,2, ... K3) matrix of connections of third-level switches. For each level, the
following parameters are set matrices that specify the bandwidth of the communication channels used
when building networks: C; (Yy"), C5 (Y5), C3(Y3), €y (X7), C5(X3), C5(X3).

Since routing is used in large-size corporate networks, it is necessary to use appropriate routing
algorithms on graphs to calculate flow parameters. For this purpose the matrix of the graph of connections
between switches is constructed Q and it is presented in the following form:

X; Yy 0
=" X (10)
0o " X3
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Thus, the parameters of data flows in the network for a given technical structure are defined by a set of:
PST(ST) = {A1(Y7), A2 (Y7), A3(¥3), 21, A3, 43, 1, 2} (11)
Any terminal node of the network has a single connection to the transport subsystem that implements
full- duplex mode of information exchange (simplex mode and half duplex only take place in special
segments of the corporate network). Therefore, from the point of view of the load on the transport
subsystem, any host in the network can be considered as a queuing system with one input and one output.
Assuming a Poisson flow of service requests and an arbitrary distribution of their service time (the
Kendall notation M/G/1 system), the analytical model is described following relation:

A=%[1+(%)2],p=A-TS,

2A T A
w=22T, =62

1-p 1-p’
p2A PTsA
T:p+E,TT=TS+E (12)

where, or¢ - the standard deviation of the average maintenance time T; A — the rate of receipt, i.e. the
average number of requests received per second; w — average number of requests waiting for service;
T, — average waiting time; r — average number of requests in the system, waiting and served; T, — the
average time that a query spends in the system.

The Poisson flow of requests assumption is valid in client-server technologies if we consider the flow
of requests from multiple clients to the server.

From the above data, it follows that it is conceptually natural to imagine the corporate network
management process as a two-level management process, where a set of basic parameters is formed at the
first level, and at the second, with fixed basic parameters, variable parameters are managed.

The decomposition of a management task involves the decomposition of a corporate network into a
set of private networks (subnets) and managing the solution of a group of similar private tasks. This is
largely consistent with VLAN management principles.

The Experimental Results and Model Network. Cisco Packet Tracer (CPT) is virtual networking
simulation software developed by Cisco, to learn and understand various concepts in computer networks.
CPT is a powerful network simulation program that allows students to experiment with network behavior
and ask “what if” questions. As an integral part of the Networking Academy comprehensive learning
experience, Packet Tracer provides simulation, visualization, authoring, assessment, and collaboration
capabilities and facilitates the teaching and learning of complex technology concepts. Like any simulation,
Packet Tracer relies on a simplified model of networking devices and protocols. It provides a simulated
environment where processes between various networking devices, such as routers, switches, wireless
access points, computers, links and applications are visible with animations and easy explanatory
descriptions [10].

CPT is able to model a large number of devices for various purposes, as well as many different types
of connections, which allows you to design networks of any size at a high level of complexity. There are a
lot of researches by using VLAN in Packet Tracer [11,12].

The article considers the location of the network topology of three departments of the
IT - TECHNOLOGY, AUTOMATION AND MECHANIZATION OF AGRO-INDUSTRIAL COMPLEX
faculty of the Kazakh National Agrarian University as an example. The scheme of information flows
between departments is shown in figure 1.
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Figure 1 — The scheme of information flows between departments
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For experimental work, we created the following topology in Packet Tracer: Department of
Information technology (IT), Department of Professional Training (PT), Department of Energy Saving
and Automation (EA) (figure 2).

r

ey FCFT

WLAN 20 - DEFARTMENT GF VLA 40 - DERS RTVENT CF ENERGY
VLAN 20 - DERSRTMENT OF IT FROFESSIONA L TRAINING SAVING AND AUTOMATION

Figure 2 — Topology in Packet Tracer (with VLAN)

Show vlan command description (figure 3):

1 column is the VLAN number. There is initially number 1 here - this is the standard VLAN that is
initially available on each switch. Numbers from 1002-1005 for other channel environments. You cannot
delete them;

2 column is the name of the VLAN. When creating a VLAN, you can choose meaningful names for
them to identify them later. By default there is default, fddi-default, token-ring-default, fddinet-default,
trnet-default;

3 column - status. It shows what state the VLAN is in. At the moment, VLAN 1 or default is active,

and the next 4 are act / unsup;
4 column - ports. This shows which VLANS the ports belong to. By default, they are in default.

o VI
~

VLAN Name Status ports

1 defeuls active  Fa0f1, Fa0/2, Fa0/3, Fa0/4
Fa0/S, Fa0/6, Fa0/7, Fa0/8
Fa0/s, Fa0/10, Fa0/11, Fa0/1Z
Fa0/13, Fa0/14, Fa0/15, Fa0/16
Fa0/17, Fad/l8, Fa0/19, Fa0/20
Fa0/21, Fa0/22, Fa0/23, Fa0/2%
Gign/1, Gign/z

active

active

active

activ

1 enes 100001 1800 - - - - - 0 0
--More—- v

Figure 3 — Show VIan commands

Virtual Trunking Protocol (VTP) has some issues but not much research has been done for
complexities arise in VTP based configuration. In this paper, we focus strongly on various security aspects
of VLAN design using with VTP to reduce the much administrative work apart from optimal Inter-VLAN
routing design.

Using VTP makes it easier to manage (create, delete, rename) VLANS in the network. In the case of
VTP, the change (VLAN information) can be made centrally on one switch, and these changes are
propagated to other switches in the network (figure 4). If you don't use VTP, you need to make changes on
each switch.

DepartmentSW (config) &

DepartmentSW (config) fvtp mode server

Device mode already VIP SERVER.

DepartmentSW (config) #vtp domain cisco.com

Changing VIP domsin name from NULL to cisco.com
DepartmentSH (config) §vtp versicn 2

DepartmentSW (config) #int range £0/2-4

DepartmentSW (config-if-range) #aw

DepartmentSW (config-if-range) g§switchport trunk enc
f-range) #switchport trunk encapsulation dotl(
f-range) fswitchport mode trunk

DepartmentSW (conf:
DepartmentSW (config-i

Figure 4 — Configure VPT and Trunk — Port
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The Dynamic Host Configuration Protocol (DHCP) allows automatic configuration of network
devices. Setting up a DHCP server on the router is beneficial in that it allows for maximum use working
router by hanging on it the maximum amount of functionality (Internet, NAT, DHCP, etc.) (fig.5). DHCP

allows the router to automatically configure the following basic parameters [1,5]:

- |P address;

- Default gateway;
- Subnet mask;

- DNS server;

- Domain name.

Physical  Config _ Services

SERVICES
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DHCP.
DHCPVE
TFTP.
oNs
sYsL0G
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EMAIL
FTP
IoT
VM Management
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Figure 5 — Enable DHCP Server

Using the ping command, we can see the results of sending packets over the Vlan (figure 6):

Physical  Config Programming  Attributes

(Command Prompt

Figure 6 — Ping results

Conclusion. In conclusion, we showed the most popular application of VLANSs. Also, regardless of
physical location, it is possible to logically combine nodes into groups, thereby isolating them from others.
This topology is very convenient when employees physically work in different places, but must be
combined. And of course, from a security point of view, VLANS are not interchangeable. The main thing
is that a limited circle of people have access to network devices.

As a result of the work the following advantages were identified when using Vlan networks between
departments:

- facilitates moving, adding devices, and changing their connections to each other;

- a large degree of administrative control is achieved due to the presence of a device that performs
routing between VLAN networks on the 3rd level;

- bandwidth consumption is reduced compared to the situation of a single broadcast domain;

- prevention of broadcast storms and the prevention of loops.
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The proposed approach to analysing the technical structure of the corporate network and the results
obtained allow the network administrator and developer to evaluate the load of communication channels
and network equipment with a known information structure. The proposed results can be applied to
networks built using VLAN technology.
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CISCO PACKET TRACER APKbBLJIbI BUPTYAJIABI )KEPT'IUIIKTI 2)KEJITHI 2JKOBAJIAY
/K9HE MOJEJIBJAEY

Annotanusi. Ka3ipri 3aMaHfbl ®KeprilikTi xenijep 0ip FUMapaTTa opHajiacKkaH OipHelie aOOHEHTTIK KYPBUIFbI-
JlaH Typajbl. Kepriaikri xemieri KOMIbIoTepIIep JKeNUTIK xKa0AbIK-KOMMYTaTopiIap apKbUIbl KOChUTFaH. bip kommy-
TATOP MOPTHIHA KOCHUIFAH KYPBUIFBLIAP KEIUTIK TAaKETTEPMEH alMacybl MYMKIH.

KommbroTepiik xerninep Heri3iHae AepeKTepl TapaTy aKHapaTThIK PEBOIOLMSHBIH HOTHKECI caHajla bl JKoHe
Oomamakra OaiimaHbICTHIH HETI3Ti Kypangapsl Oona ananpl. KoMmbloTeprepai jkeire KipiryiHiH Kajrmbl dJIeMIiK
YpAici akmapaTThIK XabapiaManapasl TapaTyabl KeIeneTy, NaijanaHybsuiap apacklHAa JKbUIIaM aKmapaT anMacy
MYMKIHIITi, XabapraManapasl (pakc, IMEKTPOHABIK XaT, dNEKTPOHIBIK KOH(QEPEHIHS XoHe T.0.) KaObuimay >KoHe
Kibepy CHAKTHI OipKaTap MaHBI3IBI ceOenTepre HETi3IeNTeH, CORai-aKk Typili OaFaapiraMalblK KacaKTaMa apKbLIbI
JKYMBIC aTKapaThIH OHAIPYII KOMIBIOTEPIIEP] apachlHIa aKIapaTr aMacabl.

Kasipri ke3zeri xemizep MprHanai ronrapra 6emineni: xeprimikTi ke (LAN); aykemms xxeni (WAN); aiiMak-
TBIK JXeninep; BUpTyanas! skeprimikti sxkem (VLAN). TapatsmateiH foMeH KenleMiH mmektey apksuibl VLAN skepri-
JIKTI JKEJTIepAiH Kayinci3airi MeH eHIMAUTIriH KaMTaMachI3 eTel.

Bupryangsr LAN TexXHOJIIOTHACHI YHHBEPCUTET, YHWBIM JKOHE KOPIOPATUBTIK IKEJUIEpAiH 1IIKi JKeJiciH
»)obaayqa KeHIHEH KOJIIaHbLIa bl

XatTramanap xelijge OipHele iIKi Keliaepai OarnapiamMmanayra MYMKIHIIK Oepei, oapblH dpKaiChIChl Tpa-
¢uxTi 6ip-OipiHeH oxmaynaiTeiH jxeke VLAN-ra xocsutraH. Ethernet koMMyTaTopiapsl OpHATBIUIFaH JKbIIIAMIIBIK-
THI IIEKTEY MYMKIHIIKTEPIH KOJJaHa OTBIPHIN, (PU3NKAIBIK MHTepEHCTep apKbLiIbl aFblH KbULAAMIBIFBIH IIEKTEeH
anajpl.

Kaszipri Ethernet kommyTaTopiapsIHIaFEl OCH KYPBUIBIMABIK MexaHnaMaepaid kemminiri SNMP, HTTP neme-
ce KOMaHJAIIBIK K0JI HHTepdeiici apKpUIBI KOIDKeTiMAl Keneni. backapy xarramanapsr Herizinae VLAN jxoHe coraH
OaifIaHBICTHI JKENJIepi, e3re e MHTepQerc KbUIIaMIBIFBIHBIH MIEKTEYiH OarmapiaMaiblK JeHreine Oakpuiait
amamb3. CoHmal-aK, KaIIBIKTBIKTaH COTCI3/MiK KOCKBIIIBIH OAaKbUIAIl OTHIpYFa OONaabl )KOHE COFaH Opail TYpiii ope-
KeTTep OacTamybl MyMKiH.

Maxkanaga Kaszak yiatTeik arpapisik yHuBepcuteTiHiH (Kaz¥AY) «IT - TexHojorusuiap, arpOeHEpKICINTIK
KEIICH/Ii aBTOMATTaHABIPY YKOHE MEXaHUKAIAHBIPY» (aKyJIbTeTiHIH YII KadeapachIHbIH JKENUTIK TOMOIOTHIChIHBIH
OpHaJacy KarJaibl MbICaJl PETiH/IE KapacThIpbLIa/bl.

OkcnepuMeHTTIK *yMbIcKa apHaiibl Cisco Packet Tracer-ne keneci Tononorustuel Kypasik: «IT jkoHe aBroMaT-
TaHIBIpy» Kadeapackl, «KacinTik okbITy» Kadeapacsl, «K JHEPTUsIHBI YHEMJIEY JKOHE aBTOMATHKa» Kadelpacsl.

KympicTa KymbIclibl OOBEKTLNEpAl OpHallacKaH >KepiHe KapamacraH Oenrini Oip TomTapra, Oip-OipiHeH
OKIIaynai OTBIPbIN OipikTipyre OONaTBHIHABIFEI KepceTinai. by Tomonorust KpI3MeTKepiep opTypii aimMakrapna
Oipre >xyMbIc aTKapraHza ete biHFaiibl. Kayincisaik TypreicbiHan VLAN 6ip-0ipiH anMacTeIpa aaMadThIHEL Oemrii.
EH GacThIChI, KBI3METKEPIIEP/iH MIEKTEYIi TOOBI XKeNMUTiK KYphUIFbIIapFa KOJ JKEeTKi3eIi.

Kymeic vHoTmkecime Vlan keminepiH kadenmpamap apachlHAa TaianaHyga Keliecl apTHIKIIBUIBIKTAP
AHBIKTAJIIBL:

— OpBIH aJIMACTBIPY, KYPBUIFBLIAP/IbI KOCY KAHE OJIapAbIH 0ip-OipiMeH OaillaHbIChIH ©3repTy Il )KeHIIIETe];

— 3-nenreiinik VLAN KypbUIFBICBIHBIH eIl apachiHjia OailIaHbICThI J)KY3€re achbIpyblHa OaiIaHbICThI SKIMILILTIK
OakpLIaYAbIH )KbUIIAMIIBIFBI aPTa/IbI;

— aKmapaTThl TapaTy KaOUICTTUIIr OPTAIIBIK TapaTy JOMCHIMEH CaJIbICThIPFaH 1A TOMCHICI.

Tononorust GpakyabTETTIH KEPruUTIKTI XKeJiciH 3 xKeKke cerMeHTKe 0eiyre MyMKIiHAIK Oepi, OyJ1 )KEeNIiK KYKTe-
Me Tpadurid eaayip a3auTTel. TYpFeI3pUIFaH Tomoorus Kaz¥ AV xeninik oKiMIIUIITiHE SHIi3Y YIIiH YChIHBUIIBL.

Tyiiin ce3mep: xomnbloTepiik xeninep, IP-anpecrep, Cisco Packet Tracer, Ping Test, BupTyanasl TpaHKHHITIK
xaTTama, ki sxemiigep, VLAN.
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MMPOEKTUPOBAHME Y MOJIEJIMPOBAHUE BUPTYAJIbHOM JTJOKAJIbHOM CETH
C HCITOJIb30OBAHUEM CISCO PACKET TRACER

Annotanusi. CoBpeMEHHbIE JIOKAJIBHBIE CETH COCTOST U3 HECKOJBKUX aOOHEHTCKUX YCTPOMCTB, PacHoIOKeH-
HBIX BHYTPU OJHOTO 31aHMA. KOMIBIOTEpHI B JIOKAJIHHOW CETH COEAMHEHBI MEXAY cOOOW C MOMOIIBIO CETEBOTO
o0opyznoBaHus - KOMMYTaTopoB. I1o yModaHHIO Bce yCTPOWCTBA, MOAKIIIOYEHHBIE K IOPTaM OJHOTO KOMMYTAaTopa,
MOTYT OOMEHUBATHCS CETEBBIMH ITAKETAMH.

KommbioTepHble ceTr nepeaadn JaHHBIX SBISIIOTCS PE3yJIbTaToOM MH(GOPMAnnOHHON pEeBOIIONUH U B OyIymieM
CMOT'YT CTaTh OCHOBHBIMH CPEACTBAMH CBS3H.

CymiecTByIOIUE CETH B HACTOSINEE BPEMs pa3/iesIeHbl B OCHOBHOM IO TEPPUTOPHATLHOMY MpHU3HAKY: JIokais-
Has cetb (LAN); I'mo6ansrast cets (WAN); Pernonanshsie cetu (Regional networks); BupryanbsHast qoKkaabHast CETh
(VLAN). VLAN momoraeT 6€301MacHOCTH M TIPOU3BOIUTEILHOCTH JIOKATBHBIX CETEH, OTPAHHYMBAs pa3Mep MIHPOKO-
BCHIATCIIBHBIX JJOMCHOB.

TexHonorus: BUPTyalbHON JOKAJIBHOM CETH MCHONb3YETCs IPU NPOCKTUPOBAHUM BHYTPEHHUX CETEH YHUBED-
CHUTETOB, OPraHU3aLUi U KOPIIOPATUBHBIX CETEH.

[IpoTOKONBI MO3BOJAIOT HPOrPAaMMHUPOBATH B CETH HECKOJIBKO IOJACETEH, KaXIbli M3 KOTOPHIX CBS3aH C
otaensHoi VLAN, m3onupyst tpaduk npyr ot apyra. Kommyrarops! Ethernet MoryT orpaHnunBaTh CKOpOCTb BXO/S-
XX WM UCXOAAIINX IOTOKOB Yepe3 CBOM (u3udecKnue HHTEp(EHChl, HCIIONb3ys BCTPOSCHHBIE (PYHKINHU OrpaHHde-
HUSI CKOPOCTH.

BospIMHCTBO M3 3THX MEXaHU3MOB CTPYKTypHPOBaHHS B COBPEMEHHBIX KOoMMyTaTopax Ethernet moctymmsl
gepe3 uaTepdeticel SNMP, HTTP unn komanauoit ctpoku. MoxkHO porpamMmmHo HacTpouth VLAN u cBsi3aHHBIE C
HUMH CBA3YIOIUE CETH, a TAK)KE€ OIPaHUYEHMSI CKOPOCTH MHTep(eiica, NCIONb3ys MPOTOKOIBI YIpaBlIeHHs. Tarke
BO3MOXXHO YZaJ€HHOE OTCIIEKHMBAaHHE KOMMYTATOPOB Ha INpeaMeT cOOEB, M pa3IUyHble AECHCTBHUS MOTYT OBITh
WHHUIIMAPOBAHBI B OTBET HA 3TH COOBITHA COOEB.

B crathe B kayecTBe ImpUMeEpa paccMaTpPHBAETCs PaCIONOKEHHE TOMOJIOTHH ceTH Tpex kadenp dakynbrera
«|T-TexHONOTHIi, aBTOMATH3allUM U MEXAHU3AIMK arpoNpOMbIIIIEHHOTO KoMILUIeKca» Ka3axckoro HallMOHAJIBHOTO
arpapaoro yausepcureta (KasHAY).

Jst SKCTIepIMEeHTATBHON paboThl MBI CO3/1ATH ciieayolryto Tomonoruto B Cisco Packet Tracer: kadeapa «IT u
aBTOMaTu3auumy», kadeapa «IIpodeccronansHoro odyueHus», kadenpa «dHeprocoOepekeHUs 1 aBTOMATHU3AIANY.

B nanHoit paboTe MBI MOKa3ay, 4TO, HE3aBUCUMO OT (PU3MYECKOTO PacIOI0KEHHs, MOKHO JIOTHYECKH 00be-
JIMHATH y3JIbl B TPYIIIBL, TEM CaMbIM M30JMpPYs UX OT APYruX. Takas TOMOJOTHS OYeHb yAoOHa, KOTnia COTPYIHUKA
(u3mueckn paboOTAIOT B pa3HBIX MECTaX, HO JIOJDKHBI ObITh 00beqHEHBI. 1 KOHEYHO, ¢ TOUKHM 3peHHst 0€30MacHOCTH,
VLAN He sBIsItOTCS B3aUMO3aMeHsIeMBIMH. | T1aBHOE, 9TOOBI OTpaHUYCHHBIN KPYT JIIOJCH UMEN AOCTYI K CETEBBIM
YCTpOMCTBaM.

B pesynbrate npoBeneHHOI pabOThl ObUIM BBISIBICHBI CIIEAYIONIHE PEUMYIIECTBA IIPH UCTIOIb30BAaHUU CeTer
Vlan Mexmy moapa3aeieHUusIMH:

- oberyaer nepemenieHue, 100aBleHNEe YCTPOICTB U M3MEHEHUE UX COEMHEHUI APYT C IPYroM;

- OoJIbLIAsl CTENEHb aJMUHUCTPATHBHOIO KOHTPOJISI JOCTUTAETCS 32 CYET HAJIMYHS YCTPONUCTBA, BBITIOIHSIONIETO
MapipyTu3anuio Mmexxay cersMu VLAN Ha 3-Mm ypoBHe;

- MoTpeOJIeHNE MOJIOCH! MPOITYCKAHUs CHIDKAETCS 10 CPABHEHHIO C CUTyallMe OJJHOTO MIMPOKOBEIATEIEHOTO
JIOMCHA;

- IPEAOTBpAIICHUE IMPOKOBEIIATEIBHBIX IITOPMOB M TIPEIOTBPAIICHHE TIETEb.

[MocTpoeHHast TOIMOJOTHS MO3BOJIMIIO Pa3/eNIUTh JIOKAIBbHYIO ceTh (pakynbTeTa Ha 3 OT/AENBHBIC CETMEHTHI,
KOTOpasi 3HAYUTEIBHO CHU3WI Tpa(uK 3arpyx’aeMoCTH ceTu. [locTpoeHHas TOMOJOTHS MPEUIOKEHA CHCTEMHBIM
agmuaucTpatopam KasHAY s BHenpenust.

KuaroueBble ciaoBa: kxommbtoTepHble cetw, [P-agpeca, Cisco Packet Tracer, Ping Test, BupTyambHBII
TPaHKUHIOBBIA IPOTOKOII, moaceTH, VLAN.
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