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METHOD AND DEVICE FOR MODULUS REDUCTION

Abstract. Is considered the possibility of accelerating one of the basic time-critical operations for the asym-
metric cryptographic algorithm RSA - modulus reduction. The method for fast determination of residue of number
by modulus and its implementation offered. Is used the idea of increased module. Alternative methods of modulus
reduction are known, they require large hardware cost. Is developed device for modulus reduction, characterized by
high speed with optimal costs hardware. For the calculations used combinational circuits that are characterized by
high speed and low cost hardware. Is considered the step by step the work of device and the illustrative examples.
Device can be used in cryptoprocessors, in digital computing systems to accelerate the division operation, for
formation elements of finite fields, in computing systems using modular arithmetic.

Keywords: hardware encryption, asymmetric cryptoalgorithms, modular reduction.

Introduction. According to the leading world experts, by 2020 a quarter of the world economy will
be digital. Social networks and mobile applications are actively used in education and for communication
of people in society. The share of Internet users and ICT, and in Kazakhstan, too, is steadily growing [1, 2].

But these new technologies bring not only new opportunities with them, but also new problems of
ensuring information security. One of the most reliable ways to ensure the protection of information stored
in electronic form is cryptographic protection. Cryptographic algorithms (symmetric and asymmetric)
provide transform plaintext into ciphertext by encrypting source text.

Using asymmetric encryption algorithms easier compared with symmetric encryption algorithms,
since there is no need to transmit the secret key. However, their use limited by low speed, as the encryp-
tion and decryption algorithms of asymmetric cryptographic procedures employ more complex and
cumbersome mathematical calculations than symmetric cryptographic algorithms [3].

To increase the speed of cryptographic systems, it is necessary to use a hardware implementation of
cryptographic algorithms, which increases the speed of cryptographic algorithms by 60 times compared
with the software implementation, and provides better protection. This is not the only advantage of
hardware encryption [4]. The keen interest in hardware realization of asymmetric cryptoalgorithms, in
particular an algorithm of RSA that used in the majority of international and national standards on protec-
tion and safety of information.

For a hardware implementation of RSA encryption and decryption developed special processors.
These processors, implemented on ultra-large integrated circuits (VLSI), allows perform RSA operations
associated with the exponentiation of large numbers in a very large degree modulo P in a relatively short
time.

However, the RSA hardware implementation performs encryption and decryption operations about
1000 times slower than the hardware implementation of the DES - symmetric cryptographic algorithm.
Such a significant difference in speed arises from the fact that RSA uses the exponentiation of multi-digit
numbers (numbers with the order of 10°”) to a very large degree modulo P. RSA laboratory recommends
to use keys of size 1024 bits for common tasks, and for more important tasks keys 2048 bits and more. For
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example, a key with a length of 4000 bits to achieve the 3rd level of security and a key with a length of
8000 bits to achieve the 4th level of security by the standard of the Republic of Kazakhstan ST RK 1073-
2007 is prescribed [5].

One approach to improve the performance of public-key cryptosystems is to accelerate the perfor-
mance of basic operations of asymmetric cryptoalgorithms, such as multiplication, exponentiation and
reduction modulo.

Patents and articles offer various circuit solutions of devices for modulus reduction - the most comp-
lex basic operation. The devices implement various methods for obtaining modulo residue. Most of the
methods are based on the polynomial representation of the reducible number 4 in binary number system.
Various approaches are used to obtain the remainder R; modulo P: preliminary obtaining multiples of the
module P with their subsequent parallel subtraction from the given number 4; obtaining residues modulo
P from the weights of the digits 2', followed by their summation modulo P depending on the correspon-
ding coefficient a; of the reducible number 4; use of preliminary calculations with preservation of results
(Montgomery method); Barrett's algorithm; tabular calculators; conveyors for subtracting the module P
from the reducible number of 4 and others [6-18].

The majority of high-speed devices is characterized by large hardware costs that are directly propor-
tional to the quantity of bits of used numbers. Therefore, their use is problematic when applying multi-
digit numbers.

Formulation of the problem. The goal of this work is to find ways to increase the speed of the hard-
ware implementation of asymmetric cryptosystems by accelerating the most complex basic operation -
reduction modulo using the idea of an increased module P [19].

The task is to accelerate the determination of the remainder of the number for arbitrary modulus with
the optimization of hardware costs. Below we propose a method for obtaining a modulo residue for a high-
speed device that allows to perform reduction modulo with optimal hardware costs.

Methods. The proposed method is based on the classical iterative division method with a divider shift
characterized by minimal hardware costs and low speed, which was adapted to produce a residue and
modified to accelerate the production of a residue.

The method of obtaining the modulo residue, implemented in the device, is based on the fact that
when the remainder R is obtained from dividing the initial number 4 by an arbitrary module P, successive
subtraction from the number of the module R = ((... ((AP) -P) - P) - ...) -P), is replaced by subtracting the
increased module P x 2* (using an additional code), where & is the difference between the digit capacity of
the number 4 (excluding the leading zero bits) and the number P. Then from received partial remainders
R;, the values of P x 2/ (i = 1,2, ... k) are subtracted. These values obtained by shifting the increased
module to the right by one digit at each iteration (halving) until the next residual R; will not be less than P.
The subtraction of R; + ; = Ri- (P % 2’”) is performed at each iteration. If the remainder R; - ; is negative,
then it is not used. Otherwise, the previous residue R; is replaced by the resulting residue R; . ;. The
analysis of the obtained residue R; - ; eliminates negative residues and ends the reduction process modulo
at R; <P on any iteration, which speeds up the generation of the remainder.

Results. Figure shows a structural scheme of a device in which the method proposed above is used to
determine the modulo residue. This device is a modification of the device for the formation of a residue by
arbitrary module patented in the Republic of Kazakhstan [19]. Description of the device is given below.

The Start signal allows the initial number 4 to be written through the AND! circuit group and the OR
circuit group in the RgA register (in the register RgA is initially the A number, then the remainder R;), the
module P is written through the AND? circuit group in the RgP register and in the upper bits of the shift
register RgS (in the shift register is initially Px2*, after the shift Px2""). The same Start signal with a delay
sets the trigger T to one state via the delay element DL. A single potential from the direct output of the
trigger T is fed to the circuit AND3, allowing further passage of the clock pulses from the CP input
through the circuit AND3 for clocking the operation of the device. The initial number A4 is considered as
the zero residue of Ry. The residual R; codes (initially R; = 4) from the RgA4 register and the P module
from the RgP register are sent to the comparison circuit Com. Determined by R; <P or not.

The Start signal allows the initial number 4 to be written through the ANDI circuit group and the OR
circuit group in the RgA register (in the register RgA is initially the 4 number, then the remainder R;), the
module P is written through the AND?2 circuit group in the RgP register and in the upper bits of the shift
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Structure of the device

register RgS (in the shift register is initially Px2*, after the shift Px2*"). The same Start signal with a delay
sets the trigger 7 to one state via the delay element DL. A single potential from the direct output of the
trigger 7T is fed to the circuit AND3, allowing further passage of the clock pulses from the CP input
through the circuit AND3 for clocking the operation of the device. The initial number A4 is considered as
the zero residue of Ry. The residual R; codes (initially R; = 4) from the RgA4 register and the P module
from the RgP register are sent to the comparison circuit Com. Determined by R; <P or not.

If R;<P, then at the output of the comparison circuit Com, a signal "1" is generated, which, through
the group of schemes AND4, allows the output of the number R; from the output of the register RgA4 to the
output of the result. The same signal zeroes the trigger 7, the passage of the clock pulse is prohibited, the
formation of the remainder is completed. Otherwise, the process of finding the remainder continues since
at the same time, the residual R;:; is formed on the combinational adder Add by subtracting R; - (P x 2*%).
In the first step, the remainder of R; is equal to 4, i is equal to "0". When subtracting, a carry signal from
the most significant bit of the combinational adder, equal to "0" or "1" will be generated.

The value of the carry signal depends on the ratio between R; and (P x2").

If R< (P x 2*), then the remainder R;;, will be negative. In this case, the carry signal from the high-
order combinational adder Add is “0” and the resulting residue R;.,is not used.

If the remainder R; . ; is positive, then the carry signal “1” is generated from the combinational adder
Add (R> (P x 2)). These signal allows the previous residue R; in Rg4 to be replaced with the resulting
residue R;;;. With the arrival of the clock pulse CP from the output of the AND3 circuit, this carry signal
allows transferring the received remainder R;.; from the outputs of the combinational adder Add via the
ANDS circuit group and the OR circuit group to the RgA4 register. The resulting residue R;;; is written to
the RgA register. The same clock pulse from the output of the AND3 circuit is arrive to the shift input of
the shift register RgS, performing a shift of the increased module (P x 2) in the shift register RgS to the
right by one bit, reducing at half.

Further operation of the device is carried out similarly. The process continues until the next residue R;
becomes less than P (R; <P).

For each clock pulse, if a carry signal “1” is present from the high-order bit of the combinational
adder Add, it is allowed to write into the RgA4 register the next R, residue from the outputs of the
combinational adder 4dd instead of the previous R; and shift the increased module in the shift register RgS
to the right by one bit. Therefore, the delay time of the Start signal on the delay element DL to set the
trigger T to one state, allowing the passage of clock pulses, and the period of clock pulses must exceed the
sum of the signal propagation time through the elements ANDI (AND5), OR, the write time in the register
RgA, the subtraction time on the combinational adder Add. The shift time in the shift register RgS of the
P x 2" value is not taken into account, since the shift is performed simultaneously with the signal propa-
gation through the elements ANDI (ANDS5), OR, and with the writing to the RgA4 register. The response
time of the comparison circuit Com is also not taken into account, since the comparison is performed
simultaneously with the subtraction operation on the combinational adder Add.
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Examples. Example 1. The following is an example of the operation of a modular device for the case
when 4=111,0=1101111,, P=13,6=1101,, k=7-4=3, Px2*= Px2°=1101000,=104,.

In this case, the capacity of Rg4, RgS and Add is equal 7 bit.

By the Start signal, the binary code of the number 4 (1101111) is written into Rg4, the binary code of
the P module (number 1101) is written into RgP, P x 2° (number 1101000) is written into RgS. The same
Start signal with a delay, since it passes through the delay element DL, will set the trigger T to the state
"1,

In the Com comparison circuit, numbers 4 and P are compared. Since A>P, the signal “1” is not
generated at the output of the Com comparison circuit. There is no permission to issue a code from RgA4 to
the output of the device, the process continues.

At the same time, on the combinational adder Add, subtraction R, = A- (P x 2°) is performed using
the additional code (a.c.) of the increased module P x 2° located in RgS:

R;=1101111-1101000=1101111+0011000,.= (1) 0000111.

The carry from the higher order bit in this example is presented in parentheses for clarity. The carry
signal is equal to "1", since the remainder of R; is positive (0000010, = 2,,), and it will be used.

Through the AND3 circuit, the first clock pulse goes to the third (enable) inputs of the ANDS circuit
group, the first (informational) inputs of the ANDS circuit group come from the output of the
combinational adder Add calculated residue R;. To the second (enable) inputs of the ANDS group of
circuits, the signal “1” is received (the carry from the high-order bit of the combination adder Add).. The
remainder R; is written to Rg4. The value of Rg4 will change and become equal to 0000111. This same
clock pulse shifts the content of RgS to the right by one digit: P x 2’ decreases twice and becomes equal to
P x 2°=0110100.

The process is repeated. On comparator circuit compares the obtained residue R; and P.

Since R;<P, then the output of the comparison circuit generates a signal equal to "1", which through
the AND4 circuit group allows the output of the number R; (00000111) from the output of the RgA4 register
to the output of the device. The same signal zeroes the trigger T (the passage of the CP clock signals is
prohibited). The formation of the residue is completed; the residue is 00000111, = 7. To calculate the
remainder, one clock pulse was required.

Using the classic fast division method without restoring the remainder, seven clock pulses would be
required to calculate the remainder.

Example 2. Below is an example of the operation of the device for determining the remainder of the
number for arbitrary modulus for the case when A=234,,=11101010,, P=19,,=10011,, k=8-5=3,
Px2'= Px2’=10011000,=152,,.

In this case, the capacity of RgA4, RgS and Add is equal 8 bit.

Intermediate results and the final result for each clock pulse are shown in table (for compactness, the
results are recorded in the 10th number system).

Calculation Results

Clock pulse Start 1 2

RgA 234 82 6

RgP 19 19 19

RgS 152 76 38

Result at the output of the comparison circuit Com 0 0 1
Result at output of Combinational adder Add 234-152 =82 carry = 1 82-76=6carry=1 | 6-38=-32 carry=0

Result at the device output Output 0 0 6

The formation of the residue is complete, the residue is 000000110, = 6,4. Calculation of the remain-
der required two clock pulses. Using the classic fast division method without restoring the remainder,
eight clock pulses would be required to calculate the remainder.
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Conclusion. When using the classic fast division method without restoring the remainder the
obtaining remainder requires m clock pulses, where m is the digit capacity of A. When using the division
acceleration method with simultaneous determination of two partial quotients, the obtaining remainder
requires m/2 clock pulses.

When using the proposed algorithm and device to obtain the remainder of dividing the number 4 by
the module P, one to k clock pulses are required (depending on the ratio of the values of the number 4 and
the module P). Always m>k is, then the time benefit will be for any ratios of the values of the number 4
and the module P.

In the proposed device for determining the residual from the number for arbitrary modulus combi-
national circuits are used, which are characterized by high speed and low hardware costs.

The practical application of this device allows you to speed up the reduction modulo in cryptopro-
cessors. The device can also be used in digital computing systems to accelerate the operation of division,
in systems for the formation of elements of finite fields, in computing systems operating in the SRC
(system of residual classes).

E. K. Aiirxoxaea’, C. T. Teiabim6aes’, H. A. CeiitoBa?, JI. A. Tepeﬁxoncxaf, A. K. Uman6aes’

' «AMaThl 3HEpreTHKa KoHe Oaiinanbic yauepcuteri» KEAK, Anmate, Kaszakcran,
2«I{. . Cor6aes atoiaaarsl Kas¥ T3VY» KEAK, Anmatsel, KasakcraH,
*Kues Yorrreik Kypsuisic sxone Coyner Yuupepcureri, Kues, Ykpanna

KBITIAMABIFbI ’KOFAPBI MOJAYJIBI'E KEJITIPY KYPBLJIFBICHI

AnHoTanus. Kpunroxyiienepai anmapTTsl )KOJIMEH iCKe achIpy ONapAbIH JKbUIAAMIBIFBIH apTTRIPYFa MYMKIiH-
Ik Oepeni. Anaiiaa acCHMMEPHSUIBIK KPUIITOAITOPTMAEPIIH TOMEH KbUIIAMIBIFBI OJIAPABIH KOJIAHBUTYbIH HICKTEH/I.
Kem kosnaHpIcKa Me acCUMMETPUSUIBIK KpunroaaroputM RSA mmdpnay anroputmi Oounbin Tabbiiagsl. Mogyibsre
KenTipy omepauusuiap irmiageri RSA anropTmin icke aceIpyibl OasyjaTaThlH YakKbIT OOWBIHINA €H KHBIHBI OOJIBII
TaObUTaBl. KaIIbIKTE €Ki pa3psIKa COJIFa JKBUDKBITATBIH 06Ty 9JICIHIH Type3repci KONIaHBUIATHIH JKBUTIAMIBIFEI
JKOFaphl MOAYJIEIE€ KENTIpy KYPBUIFBICHIHBIH KYPBUIMBI YCBIHBIIAIBL. BYJT KaIbIK aTybl €Ki ecere >KbUIaMaaTyFa
MYMKIHIK Oeperi.

Tyiiin ce3aep: ammapaTThl MIUQPIAY, ACHMMETPHSIIBIK KPUITTOAITOPUTMIED, MOIYJIBre KENTipy.
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METO/] Y YCTPOMCTBO JJ1s1 IPUBEJIEHUS YU CEJ I1O MOJIY.IIO

AHHOTanusi. PaccmarpuBaeTcst BO3MOXKHOCTh YCKOPEHHs KPUTHYHOH 10 BPEMEHM OJHOM M3 0a30BBIX Olle-
pammii acUMMETpUYHOro KpumnTtoanropurMa RSA - mpuBenenus mo moayito. Ilpeamaraercss MeToJ YCKOPEHHOTO
OIpeJieJIEHNs] OCTaTKa MO IPOU3BOJIBHOMY MOIYJIIO OT YMCIA U YCTPOMCTBO peanu3anuu Merona. Mcmosb3yercs
ujiesl yBeJIM4YeHHOro Moayis. Pa3pabaThiBaeTcs ycTpOMCTBO MPUBEICHUS 110 MOJYJIIO, 00JIaatoliee MOBBIILICHHBIM
ObICTpO/IEHiCTBEM IIPH ONTHUMAIBHBIX alllapaTHBIX 3arpartax. J[jis BBIYMCIEHUH MCHONB3YIOTCS KOMOMHAIIMOHHBIE
CXEMBI, KOTOPBIE XapaKTePHU3YIOTCsl BEICOKMM OBICTPOAEHCTBUEM M MaJIbIMU amlapaTHBIMU 3aTpaTamu. [IpuBomurcs
MIOLIaroBOE OIMCaHHe pabOoThl yCTPOWCTBA M WILIIOCTPAILIMOHHBIE NPUMEpPHI. Y CTPOHCTBO IPHUBEACHUS 110 MOIYIIIO
MOXET MPUMEHSTHCSI B KPUIITOIPOLIECCOpPax, MU(PPOBBIX BBHIYUCIUTEIBFHBIX YCTPOUCTBAX IJIS1 YCKOPEHHS OIepaIun
JIENIeHns, B yCTpOHWCTBax Uil ()OPMHUPOBAHUS IJIEMEHTOB KOHEYHBIX IIOJIEH, B BBIUYMCIHMTENBHBIX YCTPOWCTBAX,
HCTIOJNIB3YIOUINX MOAYJISIPHYIO apU(PMETHKY.

KaroueBble ci1oBa: anmnapatHoe mu(poBaHUE, ACHMMETPUYHBIE KPUIITOAITOPUTMBI, IPUBEIEHUE [0 MOAYIIIO.
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