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DEVICES FOR MULTIPLYING MODULO NUMBERS
WITH ANALYSIS OF THE LOWER BITS
OF THE MULTIPLIER

Abstract. Various approaches of modulo multiplying multi-bit (large) numbers in modulus are considered. An
algorithm for multiplying numbers is given, where the modular multiplication process is divided into steps, and in
each step, by combining the multiplication operations of the previous partial remainder by two with the operation of
reducing the multiplication results modulo, partial remainders is formed. The circuit diagrams of multipliers of
numbers modulo with the analysis of the lower bits of the multiplier with the sequential and matrix formation of re-
mainders are considered. The proposed modulo multipliers do not require pre-calculations and all calculations do not
go beyond the bit grid of the module.
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Introduction. In asymmetric cryptosystems, data encryption and decryption procedures are per-
formed by modular exponentiation of the number a to the power x modulo P (¢" modP), which can be
implemented in hardware and/or software [1, 2]. Hardware encryption has several significant advantages
over software encryption, one of which is higher speed [3]. Hardware implementation ensures its integrity.
At the same time, the generation and storage of keys, as well as encryption, are carried out in the encoder
board itself, and not in the computer’s RAM. Thus, the security of the implementation of the algorithm
itself is ensured, which is also an important advantage. Therefore, the development of high-speed opera-
ting units of hardware cryptoprocessors for asymmetric encryption, despite their high cost, is an urgent
task.

Approaches to the multiplication modulo. Modular multiplication of numbers can be done in three
ways. In the first method, the operation is divided into two stages. At the first stage, n-bit numbers A and
B are multiplied and a 2n-bit number C is formed. At the second stage, the product C = A*B is reduced by
the module P.

Nowadays, a great deal of experience has been gained in the development of high-speed integer
multipliers and devices for squaring. These include Brown, Wallace multipliers, Dadda multipliers,
systolic and vedic multipliers and quadrants, where the computational complexity is O (n?) bit operations.
But these multipliers are very effective in calculating "low-bit" numbers, which are widely used in the
construction of operating units of computers of various classes [4].

In cryptography for multiplication of multi-bit numbers, which allow to calculate the required product
faster than O (n?) steps (bit operations), the Karatsuba method [5], whose complexity is O(n'°823), the

Toom -Cook algorithm [6] with complexity of order O(n2V?!°82™) bit operations. And the Shengghe-
Strassen algorithm [7] allows to multiply two n-bit numbers for O(nlogn logn) bit operations.
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The modular reduction operation, which is performed in the second stage, is the receipt of the
remainder of dividing the product C = A*B by the module P. In [8], various ways of modular reduction of
the numbers were analyzed. It is shown that the most effective construction tool is a modular device based
on a dividing device. Part of such a dividing device includes a partial remainder former. Based on partial
remainder formers, high-performance matrix and pipeline devices of modular reduction are easily
implemented [9-13].

In the second modular multiplication method, using the Barrett or Montgomery algorithms [14-16],
the process of multiplying large numbers by the module is accelerated. However, these algorithms require
preliminary calculations associated with the need to use the algorithm for dividing large numbers,
therefore representing the greatest complexity:

— Barrett algorithm requires constant predictions
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where d = 2%, k-size of a word in bits, m-number of words in module. The effectiveness of the Barrett
algorithm depends entirely on how effectively the preliminary calculations will be performed, which are
performed by dividing large numbers.

— for the Montgomery algorithm, prediction of the constant “r?(modN)”, is required, using division
with remainder.

In the third method, the process of multiplying modulo numbers is performed in sets of steps, where
its number is determined by the number of bits of the multiplier.

Depending on which bit of the multiplier multiplication begins, two types of the multiplier structure
can be distinguished:

- modulo multiplier, where multiplication begins with the analysis of the lower bits;

- modulo multiplier, where multiplication begins with the analysis of the higher order bits of the
multiplier.

The paper deals with the first type of multiplier. In such a multiplier, the following actions are perfor-
med at each multiplication step:

— the partial remainder former PRF; calculates the partial remainder 7;. For what the previous
partial remainder r;_;, shifted by one bit towards the higher order bits, is reduced modulo P, i.e.
1; = 2r;_ymodP. When forming the first partial remainder 7y, the previous partial remainder is 1y = A
(multiplicand), then the value of remainder 7; is determined by the formula r; = 2rymodP.

— the partial remainder 7; is logically multiplied by the i-bit of the multiplier B by the block And,.
The input of the block And, is 1y = A and the value of the bit by of the multiplier.

— the partial remainder r; from the outputs of the block And; and the intermediate remainder R;_4
from the previous modulo adder MAdd;; is fed to the inputs of the modulo adder MAdd;, where the
operation on the formation of the intermediate remainder R; = (r; + R;_;)modP and the result of
operations is fed to the inputs of AddM; + ;.

After performing N at the outputs of the modulo adder the result is generated R = Ry_q =
=1y_1 + Ry_,modP.

In turn, a modulo multiplier with the analysis of the lower bits of the multiplier can be constructed in
two ways.

In the first method, all partial and intermediate remainders are formed sequentially as the next lower
bits of the multiplier are analyzed on the same partial remainder former and modulo adder.

In the second method, a separate driver is allocated for the formation of each partial residue, and each
intermediate residue is formed on its modulo adder, where the drivers and adders in the multiplier are
arranged in a matrix.

The modulo multiplier of numbers sequential action, where multiplication begins with the
analysis of the lower bits of the multiplier. The functional diagram of the multiplier of numbers modulo
a sequence of actions is shown in figure 1. The multiplier includes the shift register RegB, where before
the start of operations the number B (multiplier) is stored, the register RegP where the module P is stored,
cumulative partial remainder former (CPRF) and the cumulative modulo adder (CMAdd), flip-flop T,
counter of clock pulses (CCP), delay lines DL.1, DL.2, DL.3, blocks of logic circuits And; + And,, and OR.
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Figure 1 — Functional diagram of the multiplier of numbers modulo sequential action

Figure 2 shows the structure of the CPRF, which consists of the binary adder CM, the multiplexer
MS, and the register of partial remainders RegPR.

The previous partial remainders (r;_1) is fed to the left inputs of the adder with a shift by one bit in
the direction of the higher order bits (2 * ;_;). The second inputs of the adder Add are supplied with the
bits of the return code of the module P, and the low signal of the adder receives a single signal +1, which
translates the return one complement code of the module into a two complement. In the process of adding
2 * 1;_1 with P in the two complement, if 2 * r;_; > P, then the carry C = 1 occurs from the high-order bit
of the adder, which controls the transfer to MS multiplexer output differencer; = 2r;_; — P. If 2r;_; <P,
then we get the difference 2r;_; — P with a negative sign (Sn = 1), which controls the transfer of the input
code 2r;_4 and the result of the operation is stored in the register RegPR.

The structure of the cumulative modulo adder (CMAdd) is shown in figure 3. The CMAdd differs
from the CPRF only by the adder Add, where the current partial remainder 7; is summed with the previous
intermediate remainder (R;_). Then this sum is reduced modulo P, i.e. R; = (r; + R;_;)mod P and the
value R; is stored in the intermediate remainder register - RegR.

Consider the operation of the multiplier. On the “Start” signal, the operands B and P are received by
the blocks of logic circuits And; and Ands, respectively, in the registers RegB and RegP. At the same
time, the low-order bit of the multiplier B-by is fixed in the low-order bit of the register RegB. The bits of
the multiplicand A from the outputs of the block of circuit And, are fed to the inputs of the block of
circuits And7 and shifted by one bit in the direction of the higher bits to the inputs of the block of circuits

— 4) ——
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And6. The input of the block of circuits And; also supplies the value of the bit by, and its inverse value by
is fed to the input of the block of circuits Ands. The “Start” signal also records the number of shifts - N-1
(where N is the bits number of the multiplier) in the counter of clock pulses of the CCP.

After receiving the multiplier B in the register RegB, if by = 1, then the bits of the multiplicand
A=rythrough the circuit of the block And; is fed to the input of the register of the intermediate remainder
RegR of the CMAdd. In addition, the value A=rywith a shift by one bit in the direction of the higher order
through the circuits And; and OR1 is fed to the inputs of the CPRF where r; = 2rymod P = 2ry + P + 1.
is formed. ry is stored in the register RegPR of the CPRF.

When values by, = 0 from the outputs of the block of the circuits And,, the value of A is shifted to the
high-order side through the circuits And6 and OR; is fed to the inputs of the CPRF, where r; = 2rymod P
is formed, which is also stored in the registers of the RegPR of the CPRF. The low bit level b, = 0 prohi-
bits the output 1y = A4 to the output of the block of circuits And;. By the time of formation and storage of
the first partial remainder r; from the output of the delay lines DL.1, the “Start” signal is fed to the flip-
flop T input, which translates the flip-flop T to the single state, and allows the passage of the 1st clock
pulse CP1 to the multiplier circuit. CP1 reduces the readings of the counter CCP by one and shifts the
contents of the RegB register to the right by one bit. At the time of the shift of the register RegB, CP1
delaying on the delay lines DL.2 arrives at the control inputs of the block of circuits Andg and Andy. If,
after the shift in the low order PrB, b; = 1 is fixed, then the contents of RegPR of the CPRF are trans-
mitted through the block of circuits Andg to the input of the CMAdd, where the intermediate remainder
R, = (Ry + r;)mod P is formed, which is stored by RegR. At the same time, the pulse CP1from the
output of the RegPR of the CPRF through the block of the Andg and OR; circuit doubles the value 2r; to
the inputs of the CPRF, r, = 2r;mod P and r,are stored in the RegPR of the CPRF. By the end of the
formation of 7, in the register RegPR o and R, in the register RegR, the clock pulse CP2 arrives at the
input of the multiplier, by which the contents of the register RegB are shifted by one bit to the left, reduces
the readings of the counter CCP by one, forms a partial remainder 13 in RegPR and the intermediate
remainder 73 in RegR, etc. After the filing of the n-1-th clock pulse, the counter CCP generates the “End
of Operations” signal, which delays on DL.3 for the duration of the R, _; result generation and is fed to
the control input of the circuit block And;, and the result of the operations is output. The “End of
Operations” signal transfers the flip-flop T to the initial zero state and prevents the next clock signal from
passing through the circuit Andl to the device. The parameters of the clock signals are determined by the
delay signals on the CMAdd.

Consider the example of the multiplication of numbers by module.




Bulletin the National academy of sciences of the Republic of Kazakhstan

Let A=25;B=2210=101102
P =26. For convenience, all calculations are performed in decimal notation, which are shown in table 1.

Table 1 — The order of multiplication of A by B modulo R

Clock pulses b; CPRF CMAdd
Start Il;‘; : (1) 11 = 2rymodP= 50- 26=24 2‘1) : ?Ro + r;)mod26=24
CPl b, =1 1, = 21, modP=48-26=22 R, = (R, + 1) mod P =24+22=46 mod 26 = 20
CP2 by =0 13 = 2r;modP=44-26-18 Ry = (R, + 0) mod P =20
CP3 by=1 1, = 2RamodP=36-26=10 R, = (Rs + 1) mod P = (20+10)mod 26 = 4
Checking: R = (A - B)modP = (25 - 22)mod 26 = 550 mod 26 = 4.

Matrix scheme of the device for modular multiplication with the analysis of the lower bits of the
multiplier. Figure 4 shows the block diagram of the matrix multiplier of numbers, where multiplication
begins with the lower order bits of the multiplier. The multiplier consists of the register of the multiplier
RegB, the register of the module RegP, partial remainders former PRF; + PRFy_;, blocks of logic circuits
And, + Andy.;,, modulo adders MAdd; + MAddy., delay line DL.3. The bits of the multiplier register in
8Nn.1, 8N., ..., 83, are connected to the inputs of the block of circuits Andy.;, Andn., ..., Andy,, respectively.
The inverse value of the module PP of the register of RegP is connected with the inputs PRF; +~ PRFy.,
and MAdd, + MAddy.,. The outputs of the PRF; are connected with the inputs And; and with the inputs of
the next PRFy,;. The outputs And; are connected to the inputs of the MAdd;. The MAdd; inputs are
connected to the MAdd;.; outputs. The outputs MAdd; are connected to the inputs MAdd;,. Signal “+1” is
fed to the inputs of PRF; + PRFy.,, and MAdd; + MAddy.,.

Consider the operation of the matrix multiplier. The signal "Start", which is fed into the circuit
through input 1, from input 2 is taken the bits of the module P in the register RegP, through input 3, the
multiplicand A is taken to the input of the block And, and with a shift by one bit in the direction of the
higher order bits is taken to input PRF.1, through input 4 the multiplier B is taken to the register RegB. In
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Figure 4 — Block diagram of the matrix multiplier of the numbers modulo
(multiplication begins with the analysis of the lower order)
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addition, the “Start” signal is fed to the input of the delay lines DL and receives from input 5 the signal
“+ 17. After receiving the multiplier B in the register RegB, module P in the register RegP and
multiplicand A to the inputs PRF.1 and AND, and the signal “+ 1” is fed to the inputs PRF; =~ PRFy_; and
MAdd;, + MAddy.;. At the output of PRF.1, a partial remainder 1y = 2AmodP is formed, which is
supplied with a shift by one bit towards the high order bits to the input of PRF, and without a shift of r; is
transmitted to the information inputs of the block of circuits And;, to the control input of which the value
of bit 6; from register RegB. When b; = 1, the value of r; from output And, is transmitted to the inputs of
the modulo adder MAdd,, and the second information inputs of which are fed the value ry = Ry = A4 at
the output of MAdd,, the intermediate remainder R; = (r; + Ry) modP which is transmitted to the input
of MAddz

Similarly, partial remainder 73, ..., 7y_5,7y_1 are formed at the outputs PRFj;, ..., PRFy_,, PRFy_4
and intermediate remainder R, ..., Ry_,, Ry_1.

At that time, at the PRF, outputs, a partial remainder r, = 2r;modP is formed, which, with a shift of
one bit to the left towards the higher order bits, is transmitted to the input of the PRF;. Partial remainder r,
is simultaneously transmitted to the information inputs of the block —
of circuits And,, and the control input of which is transferred to the value P
of bit 6, from the register RegB. When b, = 1, the value of r; is transmitted i Rua |
to the input of the adder MAdd,, to the second input of which the value l
Ry is supplied from the output of MAdd;. An intermediate remainder
Ry = (rq + Ry) modP is formed at the output of MAdd,. Add

Similarly, at the outputs PRFj3, ..., PRFy_,, PRFy_4, partial remainders
T3, .., Ty_2,Tn_1 are sequentially formed. In parallel, partial remainders at

the outputs of the MAdds, ..., MAddy_,, MAddy_, adders form interme- y
diate remainders Rj, ..., Ry_,, Ry_1.The remainder Ry_; is the result of PRF < +1
multiplying the numbers A and B modulo P.
Figure 5 shows the structure of the adder modulo MAdd, which
consists of a binary adder, where the partial remainder 7; is summed with YR
the intermediate remainder R;_; and this sum is reduced modulo using the '
PRF. Figure 5 — Structure of MADD

Table 2 shows the order of execution of multiplication operations modulo the matrix multiplier,
where A=27,9; B=23,,=10111,; P=35,y. For convenience, all arithmetic operations are performed in the
decimal number system.

Table 2 — Calculation order of the R = (27*23)mod35

PRF, PRF, PRF, PRF, PRF,
1y = 2r3mod35=12 r3 = 2r,mod35=6 1, = 2rymod35=38-35=3 | r = 2Amod35=54-35=19 -
And, And; And, And, And,
by=1 b; =0 b,=1 by=1 by=1
=12 =0 n=3 rn =19 Ry=A=27
MAdd, MAdd; MAdd, MAdd,
51;154:(212(%43;% Ry =(Ry+75) modP=14 | R, = (R, +7,) modP =14 | R, = (Ro +7;) modP = 11 -

Checking R = (27*23) = 621mod35 = 26.

The magnitude of the delay on the DL determine the longest chain necessary for the formation of the
result R = Ry_;: PRF; — And; — MAdd; + MAddy.;. Then

Tpr = Tprr + Tana + N — 1(Tymaaa)

where Tpgp is the delay time on the PRF; 7y, is the delay time of the AND circuit; Ty444 is the delay time
on MADD.




Bulletin the National academy of sciences of the Republic of Kazakhstan

Conclusion. In the proposed modulo multipliers, no precalculations is required; at each stage of the
formation of the intermediate remainder, the multiplication and reduction operations are combined; All
calculations do not go beyond the bit grid of the module.
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KOBEUTKIIITIH, TOMEHI'T PABPAATAPBIH TAJIIAY APKBL/IbI
CAHJAPABI MOJYJIb BOUBIHIIA KOBEUTY KY¥PbLJIFBICHI

Annoranus. Kemn tagOansl (YIKeH) caHAapIbl MOAYJb OOMBIHIIA KOOEHTY Koimapsl KapacThIpsiiansl. CaH-
Japasl KeOelTy anroputMmi OepiinreH, OHZa MOAYIb OOiBIHIIA KeOEWTy ypHici Kamampaapra OeriHEIi *oHE op Ke-
3eHae, OypBIHFBI ilIiHApa KaJIIBIKTBIH KOOCHTy opeKeTTepiH MOAYNIb OOWBIHIIA KOOEHUTy HOTHKEIEPiH MOYJIbre
KENTipy omepamusichl KeMeriMeH OipiKTipy apKpUIbl iIIiHapa KaugslKTap maiga Oomambl. KeOGeHTKIimTiH TeMmeHri
paspsiITaphlH TAIAayMEH CaHIApJbIH KOOCHTY KYPBUIFBICBI MEH KaJIBIKTapAbIH MAaTPUIAIBIK KaJIbIITACybl 0ap
CXeMaJIbIK MIeIiMIep KapacThIpblIabl. ¥ CHIHBUIFAH MOJYJb OOMBIHINA KOOEHTY KYPBUIFBUIAPHI albIH-aJa ecell-
TEyJIep/Ii Taall eTIek Il XKoHe 0apIIbIK ecenTeyiep MO IbIIH Pa3psil TOPbIHAH THIC XKYPMEH .

Ty#in ce3mep: ambIK KUITTIK KPUOTOXYHE, ammapaTThlK Mmdpiay, MOIYIBIIK KeOCHTy, KalABIK Kypac-
THIPYIIIBL
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YCTPOMCTBA YMHOXXEHMSI UMCEJI 110 MOJIYJIIO,
HAYNHAS C AHAJIM3A MJUIAJIINUX PA3PAT10B MHOKUTEJIA

AnHoTanusi. PaccMaTpuBaroTCsl pa3iMyHbIE CIIOCOOBI YMHOXKEHHMS MHOTOpas3psiAHbIX (0OJBIIMX) dYucen Mo
Mozymo. [IpuBoANTCS aXropuT™M YMHOXKEHHUS YHCEII, TA€ MPOLECC YMHOXKEHHUS 110 MOAYJIIO Pa30MBAaIOTCS Ha IMIard U
B Ka)KJIOM IIare ImyTeM COBMEIIEHHS ONepaluii YMHOXKEHHS IIPEABIIYIIEro YacCTHYHOr0 OCTAaTKa Ha JIBa C orepanuen
NIPUBEICHNST PE3YNIbTaTOB YMHOXKEHHS 110 MOAYJIO (hOpMHPYIOTCS 4YacTHUHBIE OCTaTKH. PaccCMOTpPEHBI CXEMHBIE
pELIeHUs] YMHOXKHTENEH YUCEeN 110 MOIYJIO C aHAIN30M MIIAJIIHNX Pa3psiiOB MHOXKHTENS C IOCIECIOBATEIbHBIM U
MaTpUYHbIM (POPMHUPOBAHMEM OCTAaTKOB. B MpPEANIOKEHHBIX YMHOMKHTENSAX 110 MOIYJIO HE TPEOYIOTCS BBINOJIHSTH
MIPEABBIYMCIICHUS U BCE BBIYMCIICHUS HE BBIXOIAT 32 Pa3psAIHON CETKU MOJYJISL.

KiroueBble c10Ba: KpUOTOCHCTEMA C OTKPBITHIM KIIOYOM, allllapaTHOE MH(POBaHHE, YMHOXKCHUE YHCEN I10
MOAYJII0, JOPMHUPOBATENH OCTATKOB.
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